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1.1 Introduction

From an academic point of view, electrochemistry has become a written chapter in science history, manifested, for example, by the Nernst equation or the Butler–Volmer equation, to mention a few of the most common relations. The interest of the academic community in electrochemistry as a discipline of fundamental importance has gradually declined in recent years. Electrochemistry today presents itself as a strongly diversified field, which one would call “applied electrochemistry”, ranging from the study of electrode processes for synthesis of inorganic or organic compounds, energy conversion, sensor development, electroanalytic devices, electrolytic corrosion to solid-state ionics, and any kind of system where charge transfer is involved at an electrified interface between electronic and ionic conductors. Research is more and more specialized on very particular problems, often of a multidisciplinary character, being in touch with biology, medicine, microelectronics, structuring, and functionalizing of surfaces at the nanoscale as a part of materials and surface science.

Another view on “applied electrochemistry” is that of the electrochemical engineer. Electrochemical engineering has become an established discipline of its own, which deals with the description and optimization of electrochemical processes based on the fundamental laws of chemistry and electrochemistry. Essentially, it is an interdisciplinary field, which came up in the 1960s after the development of chemical engineering, providing the tools of unit operations for the systematic description and treatment of chemical processes in a way that linked the underlying physical and physicochemical principles to chemical technology. One of the pioneers was C. Wagner, who initiated this development by his article “The Scope of Electrochemical Engineering” in “Advances in Electrochemistry and Electrochemical Engineering” [1]. It soon became apparent that this kind of treatment can be adopted and transferred to the field of electrochemical reaction and process engineering [1–19]. Today, established technical processes include chloralkali electrolysis and related processes of hypochlorite and chlorate formation, electrowinning of metals like aluminum and magnesium from molten salt electrolytes, hydrometallurgy for electrowinning of metals like copper, nickel, zinc, and refining of cast metals, electro-organic synthesis of, for example, adipodinitrile as precursor for polyamide (nylon) production, electroplating in the
galvanic industry, or electrophoretic coating in the automotive industry. The environmental aspect has become a major issue and a crucial factor in the development of industrial processes to meet the requirements of sustainable development. In this field, electrochemistry offers promising approaches due to its environmental compatibility and use of the electron as a “clean reagent” [20–28].

There is common agreement among scientists that electrochemically based processes will be of increasing importance in the future to meet the economic and social challenges resulting from urgent demands of low-grade raw materials’ utilization, energy savings, and protection of the environment.

1.2 Advantages and Disadvantages of Electrochemical Processes

Applied electrochemistry can provide valuable cost efficient and environmentally friendly contributions to industrial process development with a minimum of waste production and toxic material. Examples are the implementation of electrochemical effluent treatment, for example, the removal of heavy metal ions from solutions, destruction of organic pollutants, or abatement of gases. Further progress has been made in inorganic and organic electrosynthesis, fuel cell technology, primary and secondary batteries, for example, metal-hydride and lithium-ion batteries. Examples of innovative industrial processes are the membrane process in the chloralkali industry and the implementation of the gas-diffusion electrode (GDE) in hydrochloric acid electrolysis with oxygen reduction instead of hydrogen evolution at the cathode [28].

Figure 1 shows the cell room of the electrolyzer at Bayer Materials Science AG in Brunsbüttel, Germany.

The main advantages of electrochemical processes are as follows:

- **Versatility**: Direct or indirect oxidation and reduction, phase separation, concentration or dilution, biocide functionality, applicability to a variety of media and pollutants in gases, liquids, and solids, and treatment of small to large volumes from microliters up to millions of liters.

- **Energy efficiency**: Lower temperature requirements than their nonelectrochemical counterparts, for example, anodic destruction of organic pollutants instead of thermal incineration; power losses caused by inhomogeneous current distribution, voltage drop, and side reactions being minimized by optimization of electrode structure and cell design.

- **Amenability to automation**: The system inherent variables of electrochemical processes, for example, electrode potential and cell current, are particularly suitable for facilitating process automation and control.

- **Cost effectiveness**: Cell constructions and peripheral equipment are generally simple and, if properly designed, also inexpensive.

Since electrochemical reactions take place at the interface of an electronic conductor – *the electrode* – and an ion conductor – *the electrolyte* – electrochemical processes are of heterogeneous nature. This implies that, despite the advantages mentioned earlier, the performance of electrochemical processes suffers from mass-transport limitations and the size of the specific electrode area. A crucial point is also the stability of cell components in
1.3 Electrochemical Reaction Engineering

Electrochemical reaction engineering deals with modeling, computation, and prediction of production rates of electrochemical processes under real technical conditions in a way that technical processes can reach their optimum performance at the industrial scale. As in chemical engineering, it centers on the appropriate choice of the electrochemical reactor, its size and geometry, mode of operation, and the operation conditions. This includes calculation of performance parameters, such as space-time yield, selectivity, degree of conversion, and energy efficiency for a given reaction in a special reactor.

Electrochemical thermodynamics is the basis of electrochemical reaction engineering to estimate the driving forces and the energetics of the electrochemical reaction. Predictions of how fast the reactions may occur are answered by electrochemical kinetics. Such predictions need input from fundamental investigations of the reaction mechanism and the microkinetics at the molecular scale [29–50]. While microkinetics describes the charge transfer under idealized conditions at the laboratory scale, macrokinetics deals with the kinetics of the large-scale process for a certain cell design, taking into account the various transport phenomena. The microkinetics combined with calculations of the spatial distribution of the potential contact with aggressive media, in particular, the durability and long-term stability of the electrode material and the catalysts.

Fig. 1 Cell room of the hydrochloric acid electrolyzer with GDE in Brunsbüttel [28] (photo: Bayer Material Science AG).
and current density at the electrodes leads to the macrokinetic description of an electrochemical reactor [3–5, 7, 9, 10, 12–18]. The relation between micro- and macrokinetics is shown schematically in Fig. 2.

The phenomenon of charge transport, which is unique to all electrochemical processes, must be considered along with mass, heat, and momentum transport. The charge transport determines the current distribution in an electrochemical cell, and has far-reaching implications on the current efficiency, space-time yield, specific energy consumption, and the scale-up of electrochemical reactors.

### 1.4 Fundamentals

In the following, similarities and differences in the fundamental description of chemical and electrochemical reactions are considered with a definition of symbols and signs [51, 52].

In general, a chemical reaction is written as the sum of educts $A_i$ and products $B_j$

$$\sum_i v_{A_i} A_i = \sum_j v_{B_j} B_j \quad (1)$$

with stoichiometric coefficients $v_i$. The rate of the reaction is defined by

$$r = \sum_i \frac{1}{v_{A_i}} \frac{dn_{A_i}}{dt} = \sum_j \frac{1}{v_{B_j}} \frac{dn_{B_j}}{dt} \quad \forall \ i, j. \quad (2)$$

where the stoichiometric coefficients are by definition negative for the educts, $v_{A_i} < 0$, and positive for the products, $v_{B_j} > 0$. Taking into account that the mole numbers of the educts are decreasing ($d n_{A_i} / dt < 0$) and those of the products are increasing ($d n_{B_j} / dt > 0$), the reaction rate $r$ (mol sec$^{-1}$) is always a positive number ($r > 0$).

Electrochemical reactions are characterized by at least one electron charge transfer step taking place at the electrode/electrolyte interface. Therefore, the electron $e^-$ appears as a reactant in the reaction equation with its stoichiometric coefficient $v_e$

$$\sum_i v_{A_i} A_i + v_e e^- = \sum_j v_{B_j} B_j \quad (3)$$

Typical electrode reactions are given in Table 1.

Applying Eq. (2) to the reactant $e^-$, the reaction rate normalized to the geometrical
within a certain time $t$ the electrical charge $Q$ can be expressed by the electrical charge $Q = It = A_e i t$ and the Faraday constant $F = 96485$ As mol$^{-1}$

$$n_e = \frac{Q}{F} \quad (5)$$

The linear relation

$$r = i \frac{1}{v_e F} \quad (6)$$

which results from (4) and (5) shows that the rate of an electrochemical reaction $r$ (mol cm$^{-2}$ sec$^{-1}$) is proportional to the current density $i$ (A cm$^{-2}$), the sign of which is determined by the sign of the stoichiometric coefficient $v_e$. It follows that the current density is negative (cathodic), if the electrode reaction describes a reduction process (e.g., Eq. 3), and positive (anodic) for an oxidation process (opposite direction).

Equation (6) is the differential form of Faraday’s law. The common expression is obtained by integration of Eq. (2)

$$\int \frac{1}{v_p} \frac{dQ_p}{dt} = \int \frac{1}{v_e} \frac{dn_e}{dt} \quad (7)$$

when applied to the simplified electrode reaction $v_R R + v_e e^- = v_P P$ with a single reactant $R$ and product $P$

$$m_p = \frac{v_P M_p}{v_e F} Q_t \quad \text{or with respect to the} \quad m_R = \frac{v_R M_R}{v_e F} Q_t \quad (8)$$

Here $m_p$ and $m_R$ are the mass and $M_P$ and $M_R$ the molar mass of $R$ and $P$, respectively. Owing to the sign convention of $v_i$, the mass $m_R$ in Eq. (8) is negative, indicating that $R$ is consumed during the reaction ($Q_t < 0$).

A prerequisite for the validity of these equations is that only the considered reaction takes place at the electrode. In reality, side reactions can occur in parallel, the individual contribution of which is given by their current efficiency $\Phi^e$.

### 1.4 Fundamentals

#### 1.4.1 Current Efficiency

The classical definition of the current efficiency $\Phi^e$ is based on Faraday’s law and relates the mole numbers $n_P$ of the product to that of the electron $n_e$ consumed in the
electrochemical reaction.

\[ \Phi^e_P = \frac{m_P v_P e}{v_P M_P Q_t} = \frac{n_P}{n_e/v_e} \]  

(9)

In that sense, \( \Phi^e \) is the “yield of charge” \( Q_t \) consumed in the course of the reaction. The current efficiency defined by Eq. (9) represents an average value. The differential or point current efficiency is defined by [17]

\[ \Phi^e_P = \frac{1}{v_P} \frac{dn_P}{dt} / A e_i / v_e F \]  

(10)

which is consistent with the definition of the partial current density of the product \( P_i \)

\[ i_P = \Phi^e_P. \]

1.4.2 Space-time Yield

Another performance criterion, which is of particular importance for the calculation of capital investment and running costs of an electrochemical reactor is the space-time \( \rho_{st} \) yield, which is the amount of product \( m_P \) produced per unit of time \( t \) and reactor volume \( V_t \)

\[ \rho_{st} = \frac{1}{V_t} \frac{dm_P}{dt} \]  

(11)

Substitution of \( m_P \) from Eq. (8) leads to the point space-time yield

\[ \rho_{st} = \frac{v_P M_P}{v_e F} \Phi^e a e_i \]  

(12)

which contains a design factor (the specific electrode area \( a_e = A_e / V_t (cm^2/cm^3) \)) and a reaction factor (the product of current density and current efficiency). It is evident that optimization will be directed toward enlargement of \( a_e \) and increase in the reaction rate, that is, the current density \( i \). The latter can be achieved, for example, by shifting the reaction from charge transfer to a mass-transport-controlled regime, where the diffusion-limited current density, as the maximum of the reaction rate, can be reached

\[ i_{d,\text{lim}} = -\frac{v_e F}{v_R} k_m c_R \]  

(13)

This leads to the following expression:

\[ \rho_{st} = -\frac{v_P M_P \Phi^e a e_k m c_R}{v_R} \]  

(14)

In this case, \( \rho_{st} \) is proportional to the mass-transport coefficient \( k_m \), which can be increased by forced convection, for example, through agitation of the solution, enhanced electrolyte flow, turbulence promoters, or setting the electrodes in motion. Equations (12) and (14) are the key formula for the optimization of electrochemical cell design. Equation (14) is of particular importance for reactions with low concentrations, for example, recycling of metals from spent solutions or wastewater.

1.5 Electrochemical Thermodynamics

The Galvani potential difference arising at the electrode/solution interface, \( \Delta \phi = \phi_s - \phi_e \), depends specifically on the energy and density of electronic states in the two phases in contact. In principle, it is impossible to measure \( \Delta \phi \) at a single electrode. By combining two electrodes 1 and 2 to an electrochemical cell, the difference between the two interface potentials can be measured as the cell voltage \( U_c = \Delta \phi_1 - \Delta \phi_2 \). To normalize this potential measurement, the standard hydrogen electrode (SHE) is used as a reference and the cell voltage \( U_c \) is denoted as electrode potential \( E \) versus SHE. The
electrode potential at equilibrium, $E_o$, depends on the concentrations $c_i$ or activities $a_i$ of the reactants according to the Nernst equation

$$E_o = E^0 + \frac{RT}{\nu_e F} \sum_i \nu_i \ln a_i$$  (15)

where $E^0$ is the standard potential at $a_i = 1$, $T = 298$ K, and pressure $p = 1.013 \times 10^5$ Pa = 1013 bar. Table 1 contains the standard potentials $E^0$ of the selected electrode reactions. The standard potentials $E^0$ versus SHE or cell voltages $U^0_c$ can be calculated from thermodynamic data.

The standard Gibbs free energy of the overall cell reaction $\Delta G^o_{298}$ is related to the electrical work $nF U^0_c$,

$$\Delta G^o_{298} = -nF U^0_c$$  (16)

which can be gained under quasi-reversible operating conditions of the cell, that is, at an infinitely low reaction rate. $\Delta G^o_{298}$ is the stoichiometric sum of the Gibbs free energies of formation, $\Delta G^f_{i,i}$, of the reactants involved in the reaction

$$\Delta G^o_{298} = \sum \nu_i \Delta G^f_{i,i}$$  (17)

In (16), $n$ is the number of electrons transferred in the overall process to maintain electroneutrality. Thermodynamic data for many chemical reactants and compounds are available as standard enthalpies $\Delta H^o_{f,i}$ and entropies $\Delta S^o_{f,i}$ from thermodynamic tables in handbooks, for example, [53, 54]. For the elements and for the proton $H^+$ (aq) in aqueous solution (H$_3$O$^+$), the $\Delta H^o_{f,i}$ values are zero by definition. Thermodynamic data for some typical electrochemical reactants are given in Table 2.

These data are related to the Gibbs free energy of reaction $\Delta G^o_{298}$ by the Gibbs–Helmholtz equation

$$\Delta G^o_{298} = \Delta H^o_{298} - T \Delta S^o_{298}$$  (18)

where $T \Delta S^o$ is the reversible heat exchanged with the environment. The entropy change $\Delta S^o$ can be either positive or negative and is directly related to the temperature coefficient of the cell

$$\left( \frac{\Delta U^o_c}{\Delta T} \right)_p = -\frac{1}{nF} \frac{\partial \Delta G^o_{298}}{\partial T} = \frac{1}{nF} \Delta S^o_{298}$$  (19)

<table>
<thead>
<tr>
<th>Reactant</th>
<th>State of aggregation</th>
<th>$\Delta H^o_{298},[kJ,mol^{-1}]$</th>
<th>$S^o_{298},[J,K^{-1},mol^{-1}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>H$_2$</td>
<td>g</td>
<td>0</td>
<td>130.74</td>
</tr>
<tr>
<td>Cl$_2$</td>
<td>g</td>
<td>0</td>
<td>223.09</td>
</tr>
<tr>
<td>H$_3$O$^+$</td>
<td>aq</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cl$^-$</td>
<td>aq</td>
<td>-167.54</td>
<td>55.13</td>
</tr>
<tr>
<td>O$_2$</td>
<td>g</td>
<td>0</td>
<td>205.25</td>
</tr>
<tr>
<td>H$_2$O</td>
<td>l</td>
<td>-285.25</td>
<td>70.12</td>
</tr>
<tr>
<td>Zn$^0$</td>
<td>s</td>
<td>0</td>
<td>41.65</td>
</tr>
<tr>
<td>Zn$^{++}$</td>
<td>aq</td>
<td>-152.51</td>
<td>-106.54</td>
</tr>
<tr>
<td>HCl</td>
<td>g</td>
<td>-92.53</td>
<td>186.79</td>
</tr>
<tr>
<td>C</td>
<td>s</td>
<td>0</td>
<td>5.69</td>
</tr>
<tr>
<td>CO</td>
<td>g</td>
<td>-110.5</td>
<td>198.0</td>
</tr>
</tbody>
</table>

(g: gas; l: liquid; s: solid; aq: aqueous solution of activity one)
The \( \Delta G_{298}^0 \) values are calculated from the stoichiometric sum of the enthalpies of formation \( \Delta H_{f,i}^0 \) and the entropies \( S_{f,i}^0 \) of the species involved:

\[
\Delta G_{298}^0 = \sum_i v_i \Delta H_{f,i}^0 - T \sum_i v_i S_{f,i}^0
\]  

(20)

If \( \Delta G_{298}^0 \) is negative, the reaction is exergonic and should occur spontaneously, otherwise it is endergonic and does not occur or occurs in the reverse direction only. The negative sign in Eq. (16) implies that the cell voltage or standard potential of an exergonic reaction must be positive. This calls for a definition of the cell voltage measurement. According to IUPAC [51], the cell voltage is the potential difference between the right half cell I and the left half cell II, as shown in Fig. 3. The direction of the electronic current in the outer electronic circuit is defined from left to right, which means that cathodic reduction must take place in half cell I and anodic oxidation in half cell II.

This is demonstrated by combining an oxygen electrode and a hydrogen electrode as the two half cells of an electrochemical cell. The half cell reactions are commonly formulated as reductions:

\[
\text{Oxygen electrode:} \quad \frac{1}{2} \text{O}_2 + 2\text{H}^+ + 2e^- = \text{H}_2\text{O} \quad \text{with} \quad E_{\text{O}_2/\text{H}_2\text{O}}^0 = +1.229 \text{ V versus SHE}
\]  

(21)

\[
\text{Hydrogen electrode:} \quad \text{H}^+ + e^- = \frac{1}{2} \text{H}_2 \quad \text{with} \quad E_{\text{H}^+/\text{H}_2}^0 = 0.0 \text{ V versus SHE}
\]  

(22)

If the oxygen electrode is placed on the right and the hydrogen electrode on the left in Fig. 3, according to IUPAC convention, the electrode reactions must be written

\[
\frac{1}{2} \text{O}_2 + 2\text{H}^+ + 2e^- = \text{H}_2\text{O} \quad \text{(23)}
\]

\[
\text{H}_2 = 2\text{H}^+ + 2e^- \quad \text{(24)}
\]

so that the sum yields the overall cell reaction and the electrons are cancelled.

\[
\frac{1}{2} \text{O}_2 + \text{H}_2 = \text{H}_2\text{O} \quad \text{(25)}
\]

For the example considered, the overall electron-transfer number in Eq. (16) is \( n = 2 \).
The cell voltage under standard conditions is the potential difference between the right and left half cell: \( U_c^o = E_{O_2/H_2O}^o - E_{H^+/H_2}^o = 1.229 \text{ V.} \) Since \( U_c^o \) is positive, the Gibbs free energy of the reaction is negative according to Eq. (16)

\[
\Delta G_{298}^o = -2.96485 \cdot (1.299 - 0) \text{ VAs mol}^{-1} = -237.160 \text{ kJ mol}^{-1}.
\]

The cell reaction (25) occurs spontaneously and the cell delivers electrical work \( nF U_c^o \), which is utilized in \( H_2/O_2 \) fuel cells (see also Chapter 8). Calculation of \( \Delta G_{298}^o \) from thermodynamic data in Table 2 yields

\[
\Delta G_{298}^o = (\Delta H_{H_2O}^o - \Delta H_{H_2,g}^o - \frac{1}{2} \Delta H_{O_2,g}^o)
- T(S_{H_2O}^o - S_{H_2,g}^o - \frac{1}{2} S_{O_2,g}^o))
\]

\[
\Delta G_{298}^o = (-285.25 - 0 - 298)
- (70.12 - 130.74 - \frac{1}{2} 205.25)
= -236.603 \text{ kJ mol}^{-1}.
\]

The reversible heat \( T \Delta S^o = -48.647 \text{ kJ mol}^{-1} \) is negative. It is released by the system and cannot be exploited as electrical work.

If the two half cells are arranged opposite with the hydrogen electrode on the right and the oxygen electrode on the left, the corresponding reactions are reversed and the overall process refers to the electrolysis of water with hydrogen and oxygen as the products. In this case, the cell voltage \( U_c^o \) is negative and \( \Delta G_{298}^o \) is positive. The reversible heat \( T \Delta S^o \) is positive and is taken up from the environment; the cell cools down in the course of the reaction. This effect can be compensated if the cell is operated at an increased cell voltage generating the corresponding amount of Joule’s heat in the system. The corresponding cell voltage is denoted as the thermoneutral voltage

\[
U_{th} = -\frac{1}{nF} \Delta H_{298}^o \quad \text{with} \quad \Delta H_{298}^o = \Delta G_{298}^o + T \Delta S_{298}^o.
\]

It is interesting to note that, in contrast to chemical reactions, electrochemical cells can operate in principle against a positive \( \Delta G \) if an outer current source is applied, driving the electrons in the opposite direction. This is the principle of the secondary batteries and electrochemical power sources, which can be charged and discharged to accumulate and release electrical energy.

1.5.1

Energy Yield

The costs of electrochemical processes are closely connected to the energy efficiency or energy yield, which is either related to the change of the Gibbs free energy of the reaction \( \Delta G \)

\[
\gamma_G = \frac{\Delta G \Phi^e}{nF U_c} = \frac{U_{c,o} \Phi^e}{U_c},
\]

or to the thermal energy (enthalpy change \( \Delta H \))

\[
\gamma_H = \frac{\Delta H \Phi^e}{nF U_c} = \frac{U_{th} \Phi^e}{U_c}.
\]

Here \( U_{c,o} = -\Delta G/nF \) is the cell voltage at equilibrium, \( U_c \) is the actual cell voltage under current operation, and \( U_{th} \) is the thermoneutral voltage, Eq. (27), which permits isothermal operation.
1.5.2  Specific Electrical Energy Consumption

For solid or liquid products, the specific electrical energy consumed is usually mass related

\[ \text{Specific Electrical Energy Consumption} \]

\[ E_{es} = \frac{U_c}{\nu_p M_p \Phi_e} (\text{j kg}^{-1}) \]  \hspace{1cm} (30)

1.6  Electrochemical Cell Design

Different electrochemical cells have been developed for various applications in the past. According to the criteria of high mass-transport coefficient \( k_m \) and/or large specific electrode area \( \alpha_e \), as predicted by Eq. (14), these cells can be classified as [20]:

- Cells with relatively small electrode area but improved mass transport to increase \( k_m \) by setting the electrodes in motion or by applying turbulence promoters. Examples are the pump cell [55, 56], the Chemelec cell [57], the ECO cell [58–60], the beat-rod cell [61, 62], and cells with vibrating electrodes or electrolytes [63].
- Cells with enlarged electrode area in a small cell volume are found in the multiple-cathode cell [64], the Swiss-role cell [65], the extended surface electrolysis (ESE) cell [66], and the capillary gap cell [13, 67].
- Cells with three-dimensional electrodes providing enlarged specific electrode area and improved mass transport due to the specific fluid dynamics inside the three-dimensional structure are, for example, the porous flow-through cell [68], the RETEC (RETEC is a trademark of ELTECH Systems Inc., Cardon, Ohio) cell [15], the packed-bed cell [69–71], the fluidized-bed cell [72–76], and the rolling tube cell [77, 78].

Some of them are shown, for example, in Fig. 4(a–c).

The pump cell is the rotating analogue to the capillary gap cell [67]. Although this cell has not yet been employed on an industrial scale, it is interesting because of its operation principles. It consists of two static disc electrodes with current connections and a bipolar rotating disk in between. The electrolyte is pumped radially from the central tube to the outer circumference by the rotating disk. The advantage of this design is that the mass-transfer coefficient can be controlled independent of the flow rate and the residence time of the electrolyte.

The Chemelec cell, Fig. 4(b), uses a fluidized bed of glass spheres as turbulence promoters to improve the mass transport to the electrodes consisting of a series of closely spaced gauze or expanded metal sheet. The residence time and the degree of conversion per pass are relatively low because the flow rate has to exceed the fluidization velocity of the bed. This cell is therefore suitable for pretreatment or recycling operations and is commonly used in the electroplating industry for maintaining a moderate metal ion concentration in a recirculated wash-water tank.

High mass-transport coefficients are obtained in cells with a rotating cylinder electrode (RCE) and a small gap between the anode and the cathode, Fig. 4(a). High rates of mass transport are experienced in the turbulent flow regime, so that RCE reactors allow metal deposition at high speed, even from dilute solutions. RCE reactors have been operated at a scale involving diameters from 5 to 100 cm, with rotation speeds from 100 to 1500 rpm and currents from 1 A to 10 kA [79]. It
1.6 Electrochemical Cell Design

Fig. 4 (a–c) Electrochemical cell design [13].
Fig. 4 (Continued)
is possible to design RCE reactors with a scrapping device to remove deposited metal powder continuously from the cathode surface. The so-called ECO cell, Fig. 4(a), with a cascade of baffle plates around the rotating cylinder cathode, which prevent back mixing of the solution to a great extent, attains high degrees of conversion.

A cell with a special design is the beat-rod cell, Fig. 4(a), which was mainly used in small electroplating shops. Supported cathode rods slowly rotate within an annular type of chamber in the electrolysis tank. The rods strike one another so that the metal deposit is removed and settles as a powder at the bottom.

An efficient way of fitting large planar electrodes in a small volume is the Swiss-role cell, Fig. 4(b). Thin metal foils are separated by a plastic mesh and wrapped around a central core. The ohmic drop within the thin metal foil is largely compensated by contacting the foils on the opposite side. The electrolyte flows axially through the electrode pack. Large space-time yields are realized and mass-transport conditions are favorable since the separator also functions as a turbulence promoter. Mesh electrodes wrapped around a perforated winding core lead to another version of the Swiss-role cell with radial flow. Cells with mesh electrodes instead of foils are known as extended surface electrode ESE cells. A commercial system of this type is the RETEC cell, which contains 6–50 three-dimensional cathodes as flow-through metal sponge electrodes [15]. The cell is used in closed water recycling systems in the electroplating industry with applications similar to those of the Chemelec cell, Fig. 4(b).

A simple three-dimensional electrode is obtained by using a packed bed of conductive particulate material through which the electrolyte is pumped. Numerous versions of packed-bed cells have been described in the literature [13, 68, 80–84]. The potential distribution and optimum bed depth for metal deposition, $Me^{x+} + ze^- = Me$, was calculated as a function of the effective particle and solution conductivities ($\kappa_p, \kappa_s$) [13, 20]. For rectangular cell geometry and fully developed diffusion limited current density within the particle bed, the following relation was found for the optimal bed depth:

$$h_{opt} = \sqrt{\frac{2\epsilon \kappa_s \Delta \eta}{\alpha a^2 F k_m c_{Me^{x+}}}}$$

(condition $\kappa_p \gg \kappa_s$) (31)

where $\epsilon$ is the voidage of the 3-D electrode structure and $\Delta \eta$ the overvoltage range of the prevailing limiting diffusion current density in the microkinetic polarization curve. According to Eq. (31), the optimal bed depth increases with decreasing metal ion concentration by an inverse square root dependence. This has led to the enviro-cell design depicted in Fig. 4(c), where the bed depth widens with decreasing concentration along the flow direction of the solution.

The principle of fluidized-bed electrolysis originates from Fleischmann and Goodridge [73]. It has been examined for different applications [72, 85, 86] and was applied on an industrial scale for metal recovery [75, 76]. The electrolyte flows from bottom to top through a bed of fluidized particles, which are charged via a feeder electrode. The advantage is that the particles are held in suspension, thus avoiding bed blockage by the deposited metal. Because the height of the cell is restricted to about 2 m for hydraulic reasons and the fluidization velocity has to be maintained at a relatively high level, short residence times and thus only a limited degree of
conversion per pass can be achieved. Continuous operation with recirculation of the solution and cascade arrangement of cells has therefore been used in practical applications.

Moving and circulating bed electrodes, also denoted as a spouted bed, are described in the literature [87]. As an example, the rolling tube cell is shown in Fig. 4(c) [77, 78]. In principle, this cell resembles the well-known plating process for piece goods, using slowly rotating barrels. The rotating drum is only partially filled with particles to achieve thorough agitation. This cell has proved to be especially useful for silver and gold recovery. Further developments of moving bed electrodes and their application can be found elsewhere [88].

In Fig. 5, the specific electrode area \( a_e \) (cm\(^{-1}\)) of various electrochemical cells is shown as a function of a characteristic length (inter electrode distance or particle diameter). It can be seen that the electrochemical cells differ significantly in their specific area and characteristic length by orders of magnitude. At a current efficiency of \( \Phi^e = 1 \), the space-time yield is mainly determined by the product

\[
\frac{a_e l}{V_t} = j^*.
\]  

The quantity \( j^* \) (A cm\(^{-3}\)) can be considered as a volumetric current density or a current concentration, also shown in Fig. 5 as a function of the characteristic length. Extremely high current densities, for example, 10 kA cm\(^{-2}\) in the chloralkali electrolysis, can be applied only in a limited number of cases, the number of cells with high specific electrode area is restricted to cases of low current densities [13].

A special cell concept combining ease of construction and scale-up is the capillary gap cell, which is mainly applied in electro-organic synthesis, where low conductivities of the electrolytes are a major problem, Figs 6 and 7, [13, 28, 67, 89]. The cell consists of circular disk electrodes with a small inter electrode gap (1–2 mm) to minimize the ohmic voltage drop in the electrolyte. The electrolyte

---

**Fig. 5** Specific electrode area \( a_e \) and volumetric current concentration \( j^* \) as a function of the characteristic length of different electrochemical cells [13].
enters via a central channel and is radially distributed between the circular disk electrodes. In the bipolar configuration, the disks are isolated from each other and connected at the end plates to the voltage supply. To avoid reconversion of the product at the counterelectrodes in the undivided cells, the disk geometry and flow velocity must be carefully tuned to ensure that the diffusion layer thickness, which increases along the radius, does not reach the counterelectrode. Although the scale-up of the stack height and number of disks is simple, the outer disk radius cannot be enlarged. A number of electro-organic processes with methoxylolation reactions for production of, for example, anisaldehyde and tert-butylbenzaldehyde, were recently developed at BASF [90, 91] using a somewhat modified cell with
graphite felt electrodes. They were also successful in developing “paired electrolysis” with the simultaneous formation of valuable products at the anode and at the cathode. A methoxylation at the anode was combined, for example, with the reduction of phthalic acid dimethylester to phthalide, a valuable precursor in pest management chemistry [92].

\[
\text{Anode : } R\text{-C}_6\text{H}_4\text{-CH}_3 - 4e^- + 2 \text{CH}_3\text{OH} \rightarrow R\text{-C}_6\text{H}_4\text{-CH}(O\text{CH}_3)_2 + 4 \text{H}^+ \\
\text{Cathode : } C_6\text{H}_4(\text{COOCH}_3)_2 + 4e^- + 4 \text{H}^+ \rightarrow C_8\text{H}_8\text{O}_2 + 2 \text{MeOH}
\]

Another cell design strictly directed toward minimization of the ohmic drop in the electrolyte, especially if gases are developed at the electrodes, is the zero-gap cell, shown in Fig. 8 [17, 93, 94]. The perforated electrodes are pressed directly onto the diaphragm by the current collectors providing optimum contact across the whole electrode area. However, uneven current distribution and voltage drop in the electrolyte as well as in the diaphragm cannot be avoided, as illustrated in Fig. 8. Zero-gap cells have been successfully used for alkaline water electrolysis [93, 94].

Another design that is used in chloralkali electrolysis, water electrolysis, and electro-organic synthesis [95–97] is the solid polymer electrolyte (SPE) cell, where an ion exchanger membrane, for example, Nafion®, serves as the electrolyte, Fig. 9. The microporous catalytic reaction layers are pressed directly onto the membrane with porous current collectors allowing transport of dissolved reactants and gaseous products into and out of the reaction layer.

The advantages of SPE technology are as follows: electro-organic synthesis without an additional supporting electrolyte, reduced energy demand for separation and recycling processes, and elimination of side reactions with the electrolyte at moderate reaction conditions with ease of process control.

The structure of the SPE electrolysis cell is similar to that of the membrane
1. Electrochemical Cell Design

Fig. 9  Solid polymer electrolyte (SPE) cell with cation exchanger membrane Nafton® [13].
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2.1 Introduction

The term *electrocatalysis* was first introduced by Grubb in 1963 [1] in connection with the anodic and cathodic charge-transfer reactions in fuel cells. However, the first systematic experimental investigations of various electrocatalysts had been carried out in the 1920s by Bowden and Rideal [2] and the concept and first interpretation of electrocatalysis had been introduced in the 1930s by Horiuti and Polanyi [3]. Their theory and its extensions and improvements have been analyzed lucidly by Bockris [4–6]. Recent reviews of progress in electrocatalysis can be found in more general [6–8] or specialized books [9–11].

An electrocatalyst is an electrode that can accelerate the approach to equilibrium of an electrochemical process, which involves a net charge transfer, without itself being consumed in the process.

This definition is in analogy to that of a catalyst which is a substance (quite often a solid) which can accelerate, without being consumed, the approach to equilibrium of a chemical process in a gaseous or liquid mixture.

In heterogeneous catalysis, the specific activity of a catalyst is usually expressed as turnover frequency (TOF) (s\(^{-1}\)) which expresses the number of catalytic turnovers per surface catalyst atom per second. Typical turnover frequencies of industrial catalytic processes are \(10^{-3}\) to \(10^2\) s\(^{-1}\). Slower TOFs are economically uninteresting and larger ones are usually not realizable in a practical environment because of diffusional limitations.

In electrocatalysis, the activity of different electrocatalysts is usually expressed via the exchange current \(i_o\), and the specific activity, via the exchange current density, \(i_o\) (A cm\(^{-2}\)), still often computed on the basis of the superficial electrode surface area. Only when the current is normalized using the true surface area of the electrode–electrolyte interface, the comparison between different electrocatalysts is truly meaningful. The determination of the true surface area of porous electrodes is discussed in Sect. 2.3.5.

For a Pt(111) surface, with a surface density of \(1.5 \times 10^{15}\) atoms cm\(^{-2}\), the current density corresponding to a TOF of 1 s\(^{-1}\) is 0.18 mA cm\(^{-2}\) for a one-electron charge-transfer process. Such exchange current densities based on the real electrocatalyst surface area are quite typical for a decent electrocatalyst for H\(_2\) evolution or oxidation. Thus, one may conclude that the order of magnitude of the TOFs of catalytic and electrocatalytic reactions are quite similar. In the latter
case, of course, the TOF can be very significantly modified by the electrode potential.

Different electrodes can have dramatically different electrocatalytic activity. An example is given in Fig. 1 which shows current–potential curves obtained with different electrodes for the same charge-transfer reaction, that is, H₂ evolution. One observes that at the same overpotential, the current density, \( i \), obtained with different electrocatalysts and, thus, also the specific rate of H₂ evolution \( i/F \), where \( F \) is the Faraday constant (96 450 C mol⁻¹), varies by many orders of magnitude. In this figure, the current has been normalized using the superficial electrode surface area and this is the main reason for the very large differences that are observed between “bright” Pt and “spongy” Pt (Fig. 1).

Horiuti and Polanyi [3] were the first to provide an interpretation of electrocatalysis (Fig. 2). The potential energy of a proton moving toward the electrode exhibits a maximum at the intersection of the potential energy curve of the proton in solution and that of a H atom adsorbed on the electrode. A good electrocatalyst is that in which this maximum is small. Upon varying the electrode potential, the energy of adsorption varies by \( \Delta \Delta H_{ads} \) and thus the activation barrier changes by \( \beta \Delta \Delta H_{ads} \) where the parameter \( \beta \) (typically of the order of 0.5–1) dictates, to a large extent, the slope of the Tafel diagrams of Fig. 1.

Although, during the last 50 years, significantly more detailed classical or quantum mechanical treatments have been formulated to describe and predict the classical Tafel behavior of electrocatalysis (Fig. 1) [12–22], the basic ideas of the Horiuti and Polanyi interpretation remain fruitful. In fact, the linear variation in adsorption enthalpies with potential is well established in high-temperature solid electrolyte electrochemistry [23, 24] (Fig. 3), where enthalpies and entropies of adsorption are quite straightforward to measure using standard surface science techniques, such as temperature-programmed desorption (TPD). This is similar with the observed linear variation of the adsorption enthalpies of alkalis on metal surfaces with the adsorption-induced change in catalyst work function [23, 25] (Fig. 4). It is worth noting in Figs 3 and 4 that the slope of the

---

Fig. 1 Some of the first published comparative current–potential (Tafel) plots obtained by Bowden and Rideal [2, 4]. I. Mercury. II. Platinized mercury, 1/100 covered. III. Platinized mercury, thin film of Pt. IV. Etched silver, new. V. Etched silver, old. VI. Polished silver. VII. Bright platinum. VIII. Spongy platinum. (In Curve VIII the current density is expressed in amperes \( \times 10^{-6} \) in order to bring it on the figure. It should be displaced two divisions to the right.) (Reprinted with permission from Ref. 2, Copyright 1928 by The Royal Society).
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Fig. 2 The effect of the variation of the $\Delta \Delta H$ on the potential energy–distance diagram. (Reprinted with permission from Ref. 4, Copyright 1994 by Elsevier).

Fig. 3 Effect of catalyst potential on the oxygen desorption activation energy, $E_d$, calculated from the Redhead analysis of O$_2$ TPD spectra for Pt, Ag, and Au electrodes deposited on YSZ. (Reprinted with permission from Ref. 24, Copyright 1997 by Springer).

Fig. 4 Effect of work function change $\Delta \Phi$ on the alkali desorption energy [23, 25]. (Reprinted with permission from [23], Copyright 1987 by Elsevier).
straight lines are of the order \(-1\) for atomic oxygen and \(+1\) for atomic potassium, an observation supported by rigorous quantum mechanical cluster treatments [23, 26]. This linear variation in adsorption enthalpies with potential is also responsible for the effect of electrochemical promotion on non-Faradaic electrochemical modification of catalytic activity (NEMCA) effect where electrocatalysis is used to generate promoters for catalytic (no net charge transfer) reactions in situ. It has been shown [26] that, in most cases, these linear on near-linear variations in adsorption enthalpies with potential reflect the fact that adsorption involves formation of a chemical (chemisorptive) bond, between the adsorbate and the electrode, in the presence of a very strong electric field (typically \(10^{10} \text{ V m}^{-1}\) or \(1 \text{ V Å}^{-1}\)) created in the double layer formed at the electrode–liquid or electrode–gas interface owing to the presence of the adsorbate and other weakly or strongly coadsorbed species. This electric field varies linearly with potential (it vanishes at the potential of zero charge, \(\text{pzc}\)) [23, 27] and its interaction with the adsorbate dipoles is the main cause for the observed linear variation in adsorption enthalpies with potential.

During the last 15 years, the urgent need for developing practical fuel cell devices has led to an unprecedented interest in electrocatalysis for the development of efficient anodes and cathodes both in aqueous [9] and in high-temperature [28] electrochemistry.

### 2.2 Adsorption

The role of adsorption in electrocatalysis is as important as it is in heterogeneous catalysis. In aqueous electrochemistry, the presence of \(\text{H}_2\text{O}\) makes the study of adsorption more complex than in solid-state electrochemistry or in heterogeneous catalysis. The basic principles of the subject are analyzed lucidly by Gileadi [29].

The simplest isotherm in electrocatalysis is the electrochemical Langmuir isotherm. Considering, for example, the adsorption of chlorine atoms on a metal electrode, \(M\), one can write:

\[
\text{Cl}^- + M \rightleftharpoons M - \text{Cl} + e^- \tag{1}
\]

and the electrochemical Langmuir isotherm is

\[
\frac{\theta}{(1 - \theta)} = K c \exp\left[\frac{F U}{R T}\right] \tag{2}
\]

where \(\theta\) is the coverage of Cl on the metal surface, \(U\) is the electrode potential, \(c\) is the concentration of \(\text{Cl}^-\) ions in the solution, and \(K\) is an adsorption equilibrium constant.

If the adsorption is dissociative, for example

\[
2M + \text{H}_2 \rightleftharpoons 2 \text{H}^+ + 2e^- + 2M
\]

\[
2M \rightarrow \text{H} \tag{3}
\]

then the Langmuir isotherm can be expressed as

\[
\frac{\theta^2}{(1 - \theta)^2} = K p_{\text{H}_2} = K c^2 \exp\left[-\frac{F U}{R T}\right] \tag{4}
\]

where \(c\) is the proton concentration.

If the adsorption involves a large molecule which occupies \(n\) sites on the surface, then Eq. (2) can be written in the form

\[
\frac{\theta}{(1 - \theta)^n} = K c \exp\left[\frac{F U}{R T}\right] \tag{5}
\]

where the sign of the potential in (5), as well as in Eqs (2) and (4), is dictated by whether an electron is taken from or given to the electrocatalyst during the adsorption.
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Fig. 5  Electrochemical Langmuir isotherm. Plots of fractional coverage θ versus (a) concentration and (b) potential or log c, for three values of the equilibrium constant K = 1, 5, and 25. (Reprinted with permission from Ref. 29, Copyright 1993 by Wiley-VCH).

process. Thus, the sign is positive when the adsorbate starts as an anion and negative when the adsorbate starts as a cation.

Figure 5 shows plots of Eq. (2) for various values of K. In Fig. 5(a), the coverage θ is plotted versus c, while in Fig. 5(b) it is plotted versus log c. In the latter case, increasing K causes a parallel shift in the θ versus log c plot. A change in the potential equal to 2.3RT/F has the same effect on θ as a change of a factor of 10 in the ion concentration.

The assumptions of the electrochemical Langmuir isotherm are the same as those for the Langmuir isotherm in heterogeneous catalysis, that is, surface homogeneity and negligible lateral adsorbate interactions. This leads to a K value which does not depend on θ and, thus, to a standard free energy of adsorption, ΔG°, which also does not depend on θ. Note that in the context of the Langmuir or electrochemical Langmuir adsorption isotherm the standard state of the adsorbate is at θ = 1/2.
The first refinement of the electrochemical Langmuir isotherm is the Frumkin isotherm, which is obtained by assuming a linear dependence of $\Delta G^\circ$ on $\theta$, that is,

$$\Delta G^\circ = \Delta G^\circ_o + r\theta$$  

where the parameter $r$ (typically $|r| = 20$–$100$ kJ mol$^{-1}$) is a measure of the surface heterogeneity and, usually more importantly, a measure of the strength of lateral adsorbate–adsorbate interactions, which can be mediated either via the aqueous or gas phase or via the metal electrode itself. A positive $r$ implies repulsive adsorbate–adsorbate interactions and a negative $r$ implies attractive adsorbate interactions.

The resulting isotherm

$$\frac{\theta}{(1 - \theta)} \exp\left(\frac{r\theta}{RT}\right) = K_o c \exp\left(\frac{F U}{RT}\right)$$  

is known as the Frumkin isotherm.

Figure 6 shows the dependence of $\theta$ on potential for a fixed value of $c$. The plots of $\theta$ versus $c$ at fixed potential are qualitatively similar. For $r/RT < -4$, one obtains steady-state multiplicity, that is, for fixed $c$ there are three steady-state coverage values, two of which (the lowest and the highest) are stable, and usually very different. The high-coverage state corresponds to surface “condensation”, or island formation, due to the attractive lateral interactions which lead to an ordered two-dimensional adsorbate surface structure.

The Frumkin isotherm is mathematically equivalent to the effective double-layer (EDL) isotherm recently introduced in heterogeneous catalysis [23, 27] and which accounts for the existence of an overall neutral double layer at the metal–gas interface. This type of isotherm is very useful in describing the effect of electrochemical promotion of catalysis (EPOC or NEMCA effect), which is further discussed in the following text, and refers to the pronounced and strongly non-Faradaic change in catalytic activity observed upon electrochemical supply or removal of ions to or from a catalyst surface. This effect has been studied in much more detail in solid-state electrochemistry, utilizing Y$_2$O$_3$-stabilized ZrO$_2$ (YSZ), (an O$_{2}^-$ conductor) or $\beta''$-Al$_2$O$_3$ (a Na$^+$ conductor) [23], than in aqueous systems [23, 30, 31], where, on the other hand, the NEMCA effect was recently shown to play
a significant role in the operation of CO-poisoned low-temperature polymer electrolyte membrane (PEM) fuel cells [32].

In aqueous electrochemistry, two more factors are important to consider when studying adsorption or using adsorption isotherms. The first is the presence of H₂O.

The state-of-the-art knowledge of water adsorption in ultrahigh vacuum (UHV), up to the late 1980s has been reviewed in detail by Thiel and Madey [33] and in a very lucid and concise form by Leiva [34]. Water bonding occurs with charge transfer to the surface, lowering the work function of the metal significantly, while the internal molecular structure and vibrational properties of water are only slightly perturbed. The adsorption energy of water varies between 0.4 and 0.7 eV. Thus, water is a weakly chemisorbed species when compared to other adsorbates such as CO. The low adsorption energy implies that adsorbed water molecules tend to make hydrogen bonds with each other, even at low coverages. Thus, it is experimentally very difficult to study isolated adsorbed molecules. Water clustering is practically unavoidable. The water structure of the first two monolayers, established from diffraction experiments over hexagonal surfaces, is shown in Fig. 7. This structure consists of an icelike hydrogen-bonded network in which the first layer is bound to the metallic surface through oxygen atoms and the second layer is held to the first layer by hydrogen bonding. The stability of this structure decreases with increasing lattice mismatch between ice and the underlying surface.

The structure of water at the metal–solution interface is further complicated by the presence of an external electric field. One may distinguish three different cases: the surface at the pzc; the surface at a potential more positive than the pzc, thus having a positive charge; and the surface at more negative potentials than the pzc, thus having a negative charge. Owing to the strong dipole moment of water and the high electric fields present at the interface, one expects that the structure of the water–metal interface in the region close to the metal will exhibit significant differences between these three cases. Indeed, this is the case as shown in Fig. 8 which presents some classical X-ray diffraction experiments carried out by Toney’s group [34, 35] and shows the oxygen distribution function in the neighborhood of a Ag(111) electrode at a potential more negative (Fig. 8a) and more positive (Fig. 8b) than the pzc for a Ag(111) surface. These distribution functions represent the local increase or decrease in the oxygen density at a certain distance from the surface with respect to the bulk average value. One observes from the three peaks,
Fig. 8 Oxygen distribution functions in the direction parallel to a Ag(111) electrode as obtained from X-ray diffraction experiments [35]. (a,b) Potentials of −0.23 and +0.52 V with respect to the potential of zero charge respectively. Z = 0 corresponds to the center of the first Ag plane. Density is referred to the bulk density of water. (Reprinted with permission from Ref. 35, Copyright 1995 by Elsevier).

next to the surface in both graphs, that the electrode surface produces a layering of the water molecules that extends up to three layers toward the bulk. The differences between positively and negatively charged surfaces are pronounced; at a positive surface (Fig. 8b), charged water molecules are attracted toward the electrode and the density of the layers is increased with respect to the negatively charged surface (Fig. 8a). Additional useful information about the water structure at the metal–solution interface comes from the use of infrared spectroscopic techniques. Both the intensity and the frequency of surface water IR bands change when going from positively to negatively charged surfaces [36]. In Fig. 9, the relative intensity of the HOH bending band, obtained from surface-enhanced infrared absorption spectroscopy (SEIRAS) of a Au(111) surface in contact with a perchloric acid solution, is shown as a function of electrode potential. The observed changes in intensity are due to changes in the orientation of the water molecules at the interface. At the pzc, the water molecules are nearly parallel to the surface and change from oxygen-up to oxygen-down in going from negative to positive charges. The structure at positive potentials is interpreted to be icelike as in Fig. 7. This structure is distorted at potentials over 0.8 V owing to perchlorate anion adsorption. Another example of the abrupt change in interfacial water structure near the pzc is presented in Fig. 10 which shows the potential dependence of the in-bending mode of water adsorbed at a Pt(111) electrode. At a potential near 0.4 V, the band center frequency changes abruptly.

A second important factor to be considered when studying adsorption or using adsorption isotherms in liquid solutions is the change in ion concentration in the proximity of the electrode owing to
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Fig. 9  Plot of the integrated intensities of adsorbed water bending infrared modes as a function of applied potential. Water is adsorbed over a Au(111) electrode. (Reprinted with permission from Ref. 37, Copyright 1996 by the American Chemical Society).

Fig. 10  Potential dependence of the water bending infrared band center frequency as function of applied potential for water adsorbed at a Pt(111) electrode. (Reprinted with permission from Ref. 36, Copyright 1997 by the American Chemical Society).

electrostatic effects. Leiva [34] has used the Gouy-Chapman model and, solving the Poisson–Boltzmann equation

$$\nabla^2 \psi(r) = -\frac{1}{\varepsilon} \sum_i z_i e \psi_i^{\infty} \exp \left( -\frac{z_i e \psi(r)}{k_b T} \right)$$

he has obtained Fig. 11(a), which shows the very significant deviation of the ratio $c/c_{\text{bulk}}$ from unity when significant potential differences exist at the metal–solution interface. This implies that the surface concentration values, to be used in the electrochemical Langmuir or Frumkin isotherms, may be substantially different from the bulk concentration, $c_{\text{bulk}}$, values. In general, upon adsorption, anions tend to lose part of their solvation layer, which frequently leads to specific adsorption, quite similar to gas-phase adsorption in surface science and heterogeneous catalysis, whereas cations tend to retain their solvation layer. The geometrical centers of specifically adsorbed anions define the inner Helmholtz plane (IHP), whereas the centers of cations define the outer Helmholtz plane (OHP) as depicted in Fig. 11(b). One may say that the electrode
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Fig. 11 (a) Effect of distance from electrode on ion concentration. Excess concentration of attracted and repelled ions with respect to bulk concentration in the vicinity of an electrode surface calculated from Gouy-Chapman model [34]. Curves correspond to 0.025, 0.050, and 0.100 V potential differences. (b) Outer Helmholz plane (OHP) and inner Helmholz plane (IHP). Anions adsorbed on the surface have lost part of their solvation layer and are contact adsorbed (IHP); cations remain fully solvated and are water-separated adsorbed (OHP). (Reprinted with permission from Ref. 34, Copyright 2003 by John Wiley & Sons Ltd).

surface and the OHP define the limits of the compact double layer present at the metal–solution interface. This compact double layer creates a strong \(10^7\) V cm\(^{-1}\) electric field which significantly affects both specific adsorption (chemisorption) and electrocatalysis.

2.3 Basic Electrokinetic Principles and Experimental Techniques

2.3.1 Electrokinetic and Mass-transport Control

Electrocatalysis plays an important role in the performance both of fuel cells, for the production of power, and of electrolytic cells, for the production of chemicals. It also has an important role in electrochemical cogenerative cells where useful chemicals and electrical power are produced simultaneously, for example, via oxidation of \(\text{NH}_3\) to \(\text{HNO}_3\) or \(\text{SO}_2\) to \(\text{SO}_3\) [23].

However, the performance of a Galvanic or electrolytic cell is not dictated only by the quality of its anodic and cathodic electrocatalysts but also by the resistance of the electrolyte between the two electrodes, which must be minimized, and by the rates of mass transport of reactants and products to and from the two electrodes.

An illustrative example is shown in Fig. 12 which shows the current–potential curve obtained during electrolysis of a dilute (0.01 M) solution of \(\text{KI}\) in \(\text{H}_2\text{SO}_4\) using two Pt electrodes. The minimum potential, \(U_{\text{rev}}\), required for the electrolysis reaction is 0.49 V, computed from thermodynamics via \(U_{\text{rev}} = -\Delta G/nF\),
where $\Delta G$ is the Gibbs energy change of the overall reaction, $n$ is the number of electrons transferred, for example, $n = 1$ for the electrolysis of KI, and $F$ is Faraday’s constant.

Above this potential difference, the cell current becomes finite and the S-shaped current–potential curve shown in Fig. 12 is obtained. The deviation in potential, $U - U_{\text{rev}}$, is the total cell overpotential.

As already shown in Fig. 1, a general feature of electrocatalysis is that the current passing through an electrode–electrolyte interface depends exponentially on overpotential, as described by the Butler–Volmer equation discussed in Sect. 2.4.1, so that $\log i$ versus $\eta(U - U_{\text{rev}})$ gives straight lines, termed Tafel plots (Fig. 1). On this basis, one would expect an exponential-type dependence of current on overpotential in Fig. 12 (curve labeled $I_{ac}$). Such a curve would correspond to pure activation control, that is, to infinitely fast mass-transport rates of reactants and products to and from the two electrodes.

However, in any practical cell, these mass-transport rates have a maximum, corresponding to zero concentration of the reactants or very high concentration of the products on the electrode surface, and this maximum, denoted $I_l$ (for diffusion-limited current) dictates the actual shape of the current–potential curve at high overpotentials. Under these conditions, the cell operation is mass transport controlled (Fig. 12).

The total cell activation overpotential is the sum of the activation overpotentials at the anode and cathode, as shown in Fig. 13 for the case of H2O electrolysis using Pt electrodes in alkaline solutions. The two overpotentials can be separated by the use of a reference electrode. Thus, the use of reference electrodes is essential for the study of electrocatalysis, since in this case one can individually study the dependence of each electrode overpotential on the current and thus assess the electrocatalytic performance of each electrode. The best electrocatalyst, for each charge-transfer reaction is, obviously, the one that minimizes the activation overpotential.
2.3.2 The Measurement of IR-free Electrocatalyst Overpotential

An important aspect of the study of electrocatalysis is the accurate measurement of the overpotential, $\eta$, of the electrocatalyst. The overpotential is the deviation of the electrocatalyst potential from its open-circuit ($I = 0$) value. The basic experimental setup for the study of electrocatalysis is the three-electrode system comprising the electrocatalyst under study, termed working electrode (W), a counterelectrode (C), and a reference electrode (R).

When a current $I$ flows between the working electrode (W) and the counterelectrode (C), then the potential difference between them, $U_{WC}$, deviates from its open-circuit value $U_{WC}^0$ (Fig. 14). The electrochemical cell overpotential $\eta_{WC}$ is then defined from

$$\eta_{WC} = U_{WC} - U_{WC}^0$$

The cell overpotential $\eta_{WC}$ is the sum of three terms:

$$\eta_{WC} = \eta_W + \eta_C + \eta_{\text{ohmic,WC}}$$

where $\eta_W$, $\eta_C$ are the overpotentials of the catalyst (W) and counter (C) electrodes, respectively, and $\eta_{\text{ohmic,WC}}$ is the ohmic overpotential due to the resistance of the electrolyte between the working and counterelectrodes.

The latter equals $IR_{WC}$ where $R_{WC}$ is the ohmic resistance between the working and counterelectrodes. Experimentally, it is rather easy to measure the $\eta_{\text{ohmic,WC}}$ term using the current interruption technique as shown in Fig. 14. Upon current interruption, the ohmic overpotential $\eta_{\text{ohmic,WC}}$
vanishes within less than 1 µs and the remaining part of the overpotential which vanishes much slower is \( \eta_W + \eta_C \).

It is worth emphasizing that although overpotentials are usually associated with electrode–electrolyte interfaces, in reality they refer to, and are measured as, deviations of the potential of the electrodes only. Thus, the concept of overpotential must be associated with an electrode and not with an electrode–electrolyte interface, although the nature of this interface will, in general, dictate the magnitude of the measured overpotential.

When studying an anodic or cathodic working electrode in electrochemistry, one
would like to separate the $\eta_W$ and $\eta_C$ terms in order to know $\eta_W$ for any fixed value of the current. This is done with the use of a reference electrode. It is worth reminding that a galvanostat always fixes the current between the working (W) and counter (C) electrodes at a desired value, whereas a potentiostat always fixes the current between the working and counterelectrodes so that the potential between the working (W) and reference (R) electrodes is at a fixed desired value $U_{WR}$. In either case, the current, $I$, is flowing between the working and counterelectrodes. In principle, no current passes through the reference electrode. In practice, usually a very small current passes through the reference electrode (this problem is more pronounced in solid-state electrochemistry) and an appropriate correction has to be made as follows.

One rewrites Eqs (9) and (10) but now considering the working (W) and reference (R) electrodes:

$$\eta_{WR} = U_{WR} - U_{WR}^0$$  \hspace{1cm} (11)

where $\eta_{WR}$ is the working-reference overpotential and $U_{WR}^0$ is the open-circuit ($I = 0$) value of the potential difference $U_{WR}$. Again $\eta_{WR}$ consists of three terms:

$$\eta_{WR} = \eta_W + \eta_R + \eta_{ohmic,WR}$$  \hspace{1cm} (12)

Ideally no current flows through the reference electrode; therefore, $\eta_R = 0$ and $\eta_{ohmic,WR} = 0$ should be the case. In practice, the first assumption is usually good for reasonably nonpolarizable reference electrodes, since the parasitic uncompensated current flowing through the reference electrode is usually very small. The ohmic drop, however, between the working and reference electrodes, that is, $\eta_{ohmic,WR}$, may in general, and particularly in solid-state electrochemistry, not be negligible and must be determined using the current interruption technique, preferably in conjunction with a recording oscilloscope [7, 23]. The ohmic component decays to zero within less than 1 $\mu$s and the remaining part of $\eta_{WR}$ is $\eta_W$ (Fig. 14). In aqueous electrochemistry, the ohmic overpotential $\eta_{ohmic,WR}$ is minimized by using a Luggin capillary which brings the reference electrode as close as possible to the working electrode and not in the current path between the working and counterelectrodes in the electrolyte. Similarly, in solid-state electrochemistry, the reference electrode must be placed as close to the working electrode as possible to minimize $\eta_{ohmic,WR}$. This, however, is practically not easy when using flat electrolyte components (e.g., plates or disks) in which case the parasitic $\eta_{ohmic,WR}$ ohmic term must always be measured accurately [23]. Figure 15 shows typical current–overpotential curves (Tafel plots) for Pt (Fig. 15a) and Ag electrodes interfaced with YSZ and also acting simultaneously as heterogeneous catalysts for C$_2$H$_4$ oxidation. Figure 15(a) shows the importance of metal–gas–electrolyte three-phase-boundary (tpb) length, as the tpb length of the Pt film labeled R1 is 10$^4$ times larger than that of the film R2. The tpb length can be controlled by sintering during electrocatalyst preparation [23].

### 2.3.3 Cyclic Voltammetry

Cyclic voltammetry is still the most commonly used technique for the investigation of electrocatalysis. It involves the repeated imposition of a triangular potential function, against time, usually created by a function generator and applied via a potentiostat between the working and reference electrodes, while recording the
current generated between the working and counterelectrodes as a function of the applied potential. The theory of cyclic voltammetry is presented lucidly by Bard and Faulkner [7]. Typical cyclic voltammograms (CVs) of Pt in alkaline (1 M KOH) and of Pt and Au in acidic (0.5 M H₂SO₄) solutions [8, 38] are shown in Fig. 16.

The advantages of cyclic voltammetry versus stationary current–potential plots is twofold. First, all the difficulties related to the elimination of diffusion overpotential in stationary measurements are solved without having to use rotating disk or ring electrodes. Second, the problem of impurities accumulating on the electrode surface, which can severely affect the performance of the electrocatalyst during prolonged stationary measurements, is also, to a large extent, eliminated owing
Fig. 16 (a) Cyclic voltammogram of polycrystalline platinum in 1 M KOH. The solution was purged with N₂, and the measurement was carried out at 20 °C with |ν| = 100 mV s⁻¹. (b) Cyclic voltammogram in 0.5 H₂SO₄ at room temperature, |ν| = 100 mV s⁻¹ with nitrogen purging: (A) platinum and (B) gold. (Reprinted with permission from Ref. 8, Copyright 1998 by Wiley-VCH).
to electrochemical oxidation or reduction of these impurities. The disadvantage is, of course, that the accurate determination of the three parameters, \(i_0\), \(a_a\), and \(a_c\), of the Butler–Volmer equation for a given electrocatalytic reaction, from a CV is, realistically, not feasible. One, instead, gets a qualitative and, in some cases, semiquantitative assessment of the activity of the electrocatalyst for a specific charge-transfer reaction from the deviation of the observed potential (at the peak maximum) from the thermodynamic equilibrium potential for the charge-transfer reaction under consideration. The smaller this deviation, the better the electrocatalyst.

Since these potential deviations (or overpotentials) from the equilibrium potential are usually equal and opposite, it follows that the smaller the potential difference between the anodic and cathodic peak, the better the electrocatalyst. If the two peaks are exactly symmetric, that is, opposite to each other, it follows that the charge-transfer reaction is significantly faster than the potential scan rate \(\nu\) (mV s\(^{-1}\)).

The scan rate, \(\nu\), and the negative (cathodic) and positive (anodic) turnaround potentials, \(U_{ct}\) and \(U_{at}\), are the operating parameters of cyclic voltammetry. The former, \(\nu\), is usually chosen in the range 10 to 100 mV s\(^{-1}\), whereas the latter in aqueous electrochemistry are chosen between the potentials for the hydrogen (reversible hydrogen electrode (RHE = 0) and oxygen (RHE = 1.23 V) evolution potentials. Similarly, in solid-state electrochemistry, \(U_{ct}^c\) and \(U_{at}^a\) are chosen so that electrolysis of the solid electrolyte is avoided both at the working electrode (standard oxygen electrode (SOE) potential \(> -2.3\) V in YSZ) and at the counter-electrode.

The basic features of a CV in aqueous solution, not containing an additional redox couple, are shown in Fig. 16. The potential scale (RHE) refers to a reversible H\(_2\) electrode in the same solution. One distinguishes the double-layer capacitance region between 0.45 and 0.55 V, where the current is only used to charge the double layer [8]. The capacitance of the double layer, \(C_d\), can be computed from \(C_d = \frac{\nu}{i}\) where \(i\) has been normalized using the true electrode surface area. The value of \(C_d\) is of the order of \(3 - 15\) \(\mu\text{F cm}^{-2}\).

Above 0.55 V, the chemisorption of oxygen starts (oxide formation region) with the reaction:

\[
\text{Pt} + \text{OH}^- \rightarrow \text{Pt} - \text{OH} + e^- \tag{13}
\]

followed by

\[
\text{Pt} - \text{OH} + \text{OH}^- \rightarrow \text{Pt} - \text{O} + \text{H}_2\text{O} + e^- \tag{14}
\]

above \(\sim 0.8\) V. Oxygen evolution, which is thermodynamically possible above 1.23 V, starts usually above 1.6 V, that is, there is a significant activation overpotential for O\(_2\) evolution, and thus also for oxide reduction, as can be seen in Fig. 16, even when using Pt electrodes [8].

In the cathodic region (\(I < 0\)), after the oxide reduction peak

\[
\text{Pt} - \text{O} + \text{H}_2\text{O} + 2e^- \rightarrow \text{Pt} + 2\text{OH}^- \tag{15}
\]

one obtains H chemisorption via

\[
\text{Pt} + \text{H}_2\text{O} + e^- \rightarrow \text{Pt} - \text{H} + \text{OH}^- \tag{16}
\]

close to the thermodynamic potential (RHE = 0) of the H\(_2\)/H\(_2\)O couple, followed by H\(_2\) evolution. At the beginning of the anodic scan (\(I > 0\)), one observes three Pt–H oxidation peaks, assigned to the reverse of reaction (16) and corresponding to three different H adsorption sites.

These hydrogen reduction/oxidation peaks near the low-potential end of the CV are used routinely for computing the
true surface area of polycrystalline electrodes by comparing their area with that obtained with Pt single-crystal electrodes.

By comparing Figure 16(a) and (b), one observes that the electrolyte has a rather minor effect on the CV of Pt, provided it does not introduce a redox couple. On the other hand, the CV of Au (Figure 16(b)) is substantially different: The H adsorption peaks are very severely suppressed, the double-layer region is very significantly expanded, and the oxide formation and reduction occur at much more positive potentials, indicative of the much weaker adsorption of hydrogen and oxygen on Au than on Pt.

When oxidation processes take place on the electrode surface, the CV becomes more complex [8] (Fig. 17). The oxidation of an organic molecule gives rise to a strong anodic ($I > 0$) peak and the anodic cleanup of the surface from the oxide,

![Graph of cyclic voltammogram](image_url)

**Fig. 17** Cyclic voltammogram of 1 M methanol, 1 M formaldehyde, and 1 M formic acid at smooth platinum electrodes in 0.5 H$_2$SO$_4$, 1 M KOH, 20 °C, all solutions purged with nitrogen to remove oxygen. (Reprinted with permission from Ref. 8, Copyright 1998 by Wiley-VCH).
which can passivate the surface, thus causing the disappearance of the oxygen reduction peak and the appearance of a second oxidation peak at more negative potentials in the reverse scan. The better electrocatalyst is obviously the one where the anodic oxidation peak appears as left as possible, that is, as close to the thermodynamic potential of the oxidation reaction as possible.

Solid electrolyte CVs bear several similarities and differences with aqueous CVs. In the examples in Fig. 18, the Pt/YSZ (an O$_2^-$ conductor) electrode is exposed to O$_2$, so there are obviously no hydrogen reduction/oxidation peaks and, quite often, no anodic oxidation peaks [23, 39, 40]. This is because the oxide (chemisorbed oxygen layer) is formed spontaneously from gaseous O$_2$ during the scan in a net catalytic (no charge transfer) step, thus not giving rise to an anodic oxidation peak. As a result, the only observable peak is the chemisorbed oxygen (oxide) reduction peak. Figure 18(b) shows that when the holding time at the anodic potential is increased, different types of surface oxides grow. This is quite important for studying the effect of EP or NEMCA effect. The first reduction peak corresponds to normally chemisorbed oxygen (forming the well-known (2 x 2)O overlayer on Pt(111)), whereas the second reduction peak corresponds to the reduction of more ionically bonded “spillover” oxygen originating from the YSZ support (rather than from the gas phase) and acting as a “sacrificial promoter” in the EPOC oxidations [23]. These observations have been confirmed using X-ray photoelectron spectroscopy (XPS), [23] and also $^{18}$O$_2$ [41] investigations.

2.3.4
AC-impedance Spectroscopy

The technique of AC-impedance spectroscopy is one of the most commonly used techniques in electrochemistry, both aqueous and solid [7, 8]. An AC voltage of small amplitude and frequency
is applied between the working and reference electrodes, superimposed to the catalyst potential $U_{WR}$, and both the real ($Z_{Re}$) and imaginary ($Z_{Im}$) part of the impedance $Z(=dU_{WR}/dI = Z_{Re} + iZ_{Im})$ are obtained as a function of $f$ (Bode plot, Fig. 19a). Upon crossplotting $Z_{Im}$ against $Z_{Re}$, a Nyquist plot is obtained (Fig. 19b). One can also obtain Nyquist plots for various imposed $U_{WR}$ values as shown in Fig. 20.

Owing to the small amplitude of the superimposed voltage or current, the current–voltage relationship is linear and, thus, even charge-transfer reactions, which normally give rise to an exponential current–potential dependence, appear as resistances, usually coupled with a capacitance. Thus, any real ohmic resistance associated with the electrode will appear as a single point, whereas a charge-transfer reaction (e.g., taking place at the tpb) will appear ideally as a semicircle, that is, a combination of a resistor and capacitor connected in parallel (Fig. 19).

Figures 19(a) and (b) show the Bode and Nyquist plots for a resistor, $R_0$, connected in series with a resistor, $R_1$, and a capacitor, $C_1$, connected in parallel. This is the simplest model which can be used for a metal–electrolyte or a metal–solid electrolyte interface. Note in Fig. 19(b) how the first intersect of the semicircle with the real axis gives $R_0$ and how the second intersect gives $R_0 + R_1$. Also note how the capacitance, $C_1$, can be computed from the frequency value, $f_m$, at the top of the semicircle (summit frequency), from $C_1 = 1/2\pi f_m R_1$.

---

Fig. 19  Bode (a) and corresponding Nyquist plot (b) of the circuit, shown in inset, which is frequently used to model a metal/solid electrolyte interface. Effect (c) of capacitance $C_2$ on the Nyquist plot at fixed $R_0$, $R_1$, and $R_2$. (Reprinted with permission from Ref. 23, Copyright 2001 by Kluwer/Plenum Publisher).
Figure 19(c) shows Nyquist plots corresponding to a more complex resistor–capacitor network which is frequently found to describe the behavior of metal–solid electrolyte interfaces under electrochemical promotion conditions well. The left, high-frequency semicircle simulates the charge-transfer reaction at the tpb and the right, low-frequency semicircle simulates the charge-transfer reaction over the entire gas-exposed electrode surface. Figure 19(c) shows that the second semicircle appears clearly only when \( C_2 \) exceeds \( C_1 \) by 2 orders of magnitude.

Figure 20(a) exemplifies such a behavior of a Pd catalyst electrode deposited on YSZ and exposed to \( \text{CH}_4/\text{O}_2 \) mixtures [42]. The resistance \( R_0 \) is associated with the ohmic resistance of the electrode, whereas the semicircles labeled \( C_1 \) and \( C_2 \) are associated with the charge-transfer reaction

\[
\text{O}^2- \rightarrow \Theta(a) + 2e^- \quad (17)
\]

taking place at the tpb, YSZ–Pd–gas, (semicircle \( C_1 \)), and over the entire Pd–gas interface (semicircle \( C_2 \)). They correspond to capacitance values \( C_{d,i} \) and \( C_{d,2} \) computed from \( C_{d,i} = 1/2\pi f_{m,i} R_t \) where \( i = (1, 2) \) and \( f_{m,i} \) is the frequency at the peak of semicircle \( i \). The capacitance values are \( C_{d,1} \approx 0.1 - 10 \mu\text{F cm}^{-2} \) and \( C_{d,2} \approx 500 \mu\text{F cm}^{-2} \) (Fig. 20b).

The semicircle labeled \( C_2 \) is the “backspillover oxygen semicircle”. It appears only at positive imposed \( U_{WR} \) values, that is, when \( \text{O}^2- \) is supplied to the catalyst surface. It corresponds to a capacitance \( C_{d,2} \) again computed from \( C_{d,2} = 1/2\pi f_{m,2} R_2 \) and gives a \( C_{d,2} \) value of \( 200 \mu\text{F cm}^{-2} \). It is due to the charge-transfer reaction (17) now taking place over the entire gas-exposed electrode surface area. The dependency of \( C_{d,1} \), and \( C_{d,2} \) on potential is shown in Fig. 20(b).

For the experiments shown in Fig. 20(a) and (b), the ratio \( C_{d,2}/C_{d,1} \) is on the average 2500, very close to the ratio \( N_G/N_{tpb} \) (=3570) where \( N_G \) is the gas-exposed electrode surface area and \( N_{tpb} \) is the “surface area” of the tpbs [23, 42]. These quantities were measured by surface titration and scanning electron microscopy (SEM), and other techniques described in detail in Refs 23, 41. Therefore, once \( N_G \) has been measured, AC-impedance spectroscopy allows for an estimation of the tpb length via

\[
\frac{N_{tpb}}{N_G} = \frac{C_{d,1}}{C_{d,2}} \quad (18)
\]

Similar conclusions were derived from the work of Kek, Pejovnik, and Mogensen [43] who were the first to use AC-impedance spectroscopy for the detailed investigation of Pt, Au, and Ni films deposited in YSZ and exposed to mildly reducing environments (Fig. 20c–e). The low-frequency capacitance of the metal/YSZ interface is up to \( 300 \mu\text{F cm}^{-2} \), manifesting the presence of a double layer at the metal/gas interface even under mildly reducing conditions (~1% \( \text{H}_2 \)) (Fig. 20c,d). This double layer is stabilized even on Au by prolonged anodic polarization (Fig. 20e).

Thus, in the metal/YSZ systems of solid-state electrochemistry, AC-impedance spectroscopy provides concrete evidence for the formation of an effective electrochemical double layer over the entire gas-exposed electrode surface. The capacitance of this metal/gas double layer is of the order of \( 100–500 \mu\text{F cm}^{-2} \) of superficial electrode surface area and of the order \( 2–10 \mu\text{F cm}^{-2} \) when the electrode roughness is taken into account and, thus, the true metal/gas interface surface area is used, comparable to that corresponding to the metal/solid electrolyte double layer. Furthermore AC-impedance spectroscopy
Fig. 20 (a) Complex impedance spectra (Nyquist plots) of the CH₄, O₂, and Pd/YSZ system at different Pd catalyst potentials. Open-circuit potential $U_{oWR} = -0.13$ V. (b) Dependence on catalyst potential of $C_{d,1}$ and $C_{d,2}$. (Reprinted with permission from Ref. 23, Copyright 2003 by Kluwer/Plenum Publisher) (c) Double-layer capacitance as a function of overpotential of the systems Pt/YSZ, (d) Ni/YSZ, and (e) Au/YSZ, the latter before (●) and after (○) prolonged anodic overpotential application [42, 43]. (Reprinted with permission from Ref. 23, Copyright 2003 by Kluwer/Plenum Publisher).
permits estimation of the tpb length via Eq. (18) once the gas-exposed electrode surface area $N_G$ is known.

### 2.3.5 Normalization of Active Surface

For the quantitative comparison of different electrocatalysts, it is necessary to know their true active surface area. The experimental techniques which allow for the determination of the true surface area of an electrocatalyst can be divided into ex situ and in situ techniques.

In the first group belong the techniques which are also used in heterogeneous catalysis for determining the surface area of catalysts. Two such techniques are widely used: The Brunauer–Emett–Teller (BET) method, based on the physical adsorption of $N_2$ or Ar at very low temperatures [8, 44] and the $H_2$ or CO chemisorption method [8, 44]. The first method leads to the total catalyst surface area, whereas the second leads to the specific (active metal) surface area. In the case of supported electrocatalysts (e.g., Pt/C electrocatalysts used as anodes in PEM fuel cells) the two techniques are complementary, as the former can lead to the total electrocatalyst surface area and the latter to supported metal (e.g., Pt) surface area.

In situ techniques are based primarily on the determination of the charge stored in the H adsorption region of the CV of the electrocatalyst (Fig. 21). As shown in this figure, the double-layer charge must be subtracted for a reliable measurement. The currently recommended normalization value, based on a 1:1 H to Pt chemisorption is $210 \mu C \ cm^{-2}$, which roughly corresponds to the surface density of Pt(111) [38].

The use of cyclic voltammetry in conjunction with CO adsorption and CO stripping for estimating electrocatalyst surface area and CO coverage is shown in Fig. 22 for Pt and Rh electrocatalysts in acidic solution [45, 46].

![Fig. 21](image_url)

(a) Cyclic voltammogram of a smooth platinum electrode in 0.05 M H$_2$SO$_4$ solution showing the principle of the method to integrate the electric charge for the hydrogen desorption. Sweep rate: 0.05 V s$^{-1}$. (b) Cyclic voltammogram of Pt/Vulcan dispersed electrode with a loading of 28 $\mu$g Pt cm$^{-2}$. The gray rectangle is the estimated double-layer charge and the Vulcan capacitance used to correct the charge due to the hydrogen adsorption–desorption. The solution was 0.5 M H$_2$SO$_4$ at 25°C and the speed rate is 0.02 V s$^{-1}$. (Reprinted with permission from Ref. 9, Copyright 2003 by John Wiley & Sons Ltd).
2 Electrocatalysis

2.4 Theory of Electrocatalysis

2.4.1 Overpotentials and the Butler–Volmer Equation

The concept and theory of overpotential is of central importance in understanding electrocatalysis [47–55].

Operationally, the measured overpotential \( \eta \) of a working electrode (W), is the deviation of its potential from its open-circuit \( (I = 0) \) value and can be considered to be the sum of three terms, that is:

\[
\eta_{W} = \eta_{ac,W} + \eta_{conc,W} + \eta_{ohmic,W} \tag{19}
\]

where \( \eta_{ac,W} \), \( \eta_{conc,W} \), and \( \eta_{ohmic,W} \) are the activation overpotential, the concentration (diffusion or mass transport) overpotential, and the ohmic overpotential, respectively.

Once the ohmic overpotential, \( \eta_{ohmic,W} \), has been eliminated or computed via current interruption, one is left with the activation and concentration (or diffusion) overpotentials only. The activation overpotential, \( \eta_{ac,W} \), is due to slow charge-transfer reactions at the electrode–electrolyte interface and is related to current via the Butler–Volmer equation discussed below. A slow chemical reaction (e.g., adsorption, desorption, spillover [23]) preceding or following the charge-transfer step can also contribute to the development of activation overpotential.

The concentration overpotential \( \eta_{conc,W} \) is due to slow mass transfer of reactants and/or products involved in the charge-transfer reaction. There exist simple equations for computing its magnitude in terms of mass-transfer coefficients or, more frequently, in terms of the limiting current \( I_l \), which is the maximum current obtained when the charge-transfer reaction is completely mass transfer controlled. In aqueous electrochemistry, the concentration (or diffusion) overpotential can be minimized by the use of the rotating disk or rotating ring electrodes which, when rotated sufficiently fast, lead to very high mass-transfer coefficients and limiting currents \( I_l \). Contrary to aqueous electrochemistry, where concentration overpotential is frequently important due to low reactant and/or product diffusivities in the aqueous phase, in solid electrolyte cells mass transfer in the gas phase is fast and, consequently, gaseous concentration overpotential is usually negligible, particularly in electrochemical promotion applications where the currents involved are usually very small.

The dependence of the activation overpotential on current is generally described
by the Butler–Volmer equation:

\[
I/I_0 = i/i_0 = \exp(a_a F \eta/RT) - \exp(-a_c F \eta/RT)
\]  

(20)

where \( I_0 \) and \( i_0 \) are the exchange current or exchange current density, respectively, and \( a_a \) and \( a_c \) are the anodic \( (I > 0) \) and cathodic \( (I < 0) \) transfer coefficients.

The usual procedure for extracting the exchange current \( I_0 \) is to measure \( \eta \) as a function of \( I \) and to plot \( \ln(I) \) versus \( \eta \) (Tafel plot). Such plots were shown in Fig. 1 for aqueous electrolytes and in Fig. 15 for Pt and Ag catalyst electrodes interfaced with YSZ in solid-state electrochemistry.

When \(|\eta| > 100 \text{ mV}\), Butler–Volmer equation reduces to its “high field approximation” form, that is,

\[
\ln(I/I_0) = a_a F \eta/RT
\]  

(21)

for anodic \( (I > 0, \eta > 0) \) operation and to

\[
\ln(-I/I_0) = -a_c F \eta/RT
\]  

(22)

for cathodic \( (I < 0, \eta < 0) \) operation which lead to the well-known Tafel plots (Figs 1 and 15). Thus, by extrapolating the linear part of the \( \ln|I| \) versus \( \eta \) plot to \( \eta = 0 \) one obtains \( I_0 \). The slopes of the linear parts of the plot give the transfer coefficients \( a_a \) and \( a_c \). One can then plot \( I \) versus \( \eta \) and use the “low field” approximation of the Butler–Volmer equation which is valid for \(|\eta| < 10 \text{ mV}\), that is,

\[
I/I_0 = (a_a + a_c) F \eta/RT
\]  

(23)

in order to check the accuracy of the extracted \( I_0 \), \( a_a \), and \( a_c \) values.

The parameters \( a_a \) and \( a_c \) contain useful information about the reaction mechanism and their analytical computation using the symmetry factor, \( \beta \) (~0.5); the reaction mechanism is given in detail by Bockris [5].

Thus, for a multistep reaction

\[
A + ne^- \longrightarrow B
\]  

(24)

and denoting the number of one-electron steps preceding and following the rate-determining step (rds) by \( \gamma \) and \( \gamma \), the number of times the rds is repeated by \( \nu \), and the number of electrons exchanged in the rds by \( r \), one obtains

\[
a_a = (n - \gamma)/\nu - \nu \beta; \quad a_c = \gamma/\nu + \nu \beta; \quad a_a + a_c = n/\nu
\]  

(25)

In extension of the definition of reaction order in heterogeneous catalysis, the order of an electrocatalytic reaction, \( a_i \), with respect to a reactant, \( j \), is defined as

\[
a_i = \left( \frac{\partial \log i}{\partial \log c_j} \right)_{j \neq k, \Delta U} = \left( \frac{\partial \log i_0}{\partial \log c_j} \right)_{j \neq k}
\]  

(26)

which implies that the comparison is made at constant potential \( U \), or overpotential \( \eta \), so that \( a_i \) expresses the variation of the exchange current with varying concentration \( c_j \).

Therefore, from Eq. (26) it follows that the exchange current \( i_0 \), which is the measure of the activity of an electrocatalyst, is not a simple temperature-dependent constant, but also depends on reactant concentration.

Thus, in solid-state electrochemistry, the exchange current \( I_0 \) is known to be strongly dependent both on temperature and on gaseous composition. It increases with temperature with an activation energy which is typically 35–45 kcal mol\(^{-1}\) for Pt and 20–25 kcal mol\(^{-1}\) for Ag films deposited on stabilized zirconia [23].

The \( I_0 \) dependence on gaseous composition is usually complex. It has therefore
been shown [23, 56] that $I_0$ goes through a maximum with increasing $p_{O_2}$ at any fixed temperature for Pt|$ZrO_2(Y_2O_3)$ catalyst films. These results can be described adequately on the basis of Langmuir-type adsorption of oxygen at the tpb, that is, \[
\theta_O = K_Op_{O_2}/(1 + K_Op_{O_2})^{1/2} (27)
\]
where $\theta_O$ is the oxygen coverage. It can be shown [23, 56] that \[
I_0 \sim [\theta_O(1 - \theta_O)]^{1/2} (28)
\]
or, equivalently, \[
I_0 \sim K_Op_{O_2}^{1/4}/(1 + K_Op_{O_2})^{1/2} (29)
\]
which satisfactorily explains the observed maxima and the fact that $I_0$ is proportional to $p_{O_2}^{1/4}$ for low $p_{O_2}$ and to $p_{O_2}^{-1/4}$ for high $p_{O_2}$ [23, 56]. According to this model, the $I_0$ maxima correspond to $\theta_O = 1/2$. It has been found, however, that for low $T$ and high $p_{O_2}$ the situation becomes more complicated owing to the formation of surface Pt oxide PtO$_2$ [23].

When other gases are present in the gas phase in addition to $O_2$, then $I_0$ can be affected in two different ways: first, because $\theta_O$ may be affected because of a catalytic reaction and/or because of competitive chemisorption. Second, because these gases may react with $O_2^-$ at the tpb. In general, it is difficult to determine experimentally which one of these two factors is more important.

The exchange current $I_0$ is also an important parameter for the quantitative description of the electrochemical promotion (NEMCA effect). It has been found both theoretically and experimentally [23] that the order of magnitude of the absolute value $|\Lambda|$ of the Faradaic efficiency $\Lambda$ defined from \[
\Lambda = \Delta r/(I/2F) (30)
\]
where $\Delta r$ is the electrochemically induced change in the catalytic rate and $I$ is the applied current, can be usually estimated for any catalytic reaction from \[
|\Lambda| \approx 2Fr_0/I_0 (31)
\]
where $r_0$ is the regular, that is, open-circuit, catalytic rate. When using Eq. (31) to estimate the order of magnitude of the enhancement factor $\Lambda$ expected for a given catalytic reaction, one must use the $I_0$ value measured in the presence of the reacting gas mixture. The fact that $I_0$ increases exponentially with temperature in conjunction with the fact that $\Lambda$ is inversely proportional to $I_0$ explains why EPOC is limited usually to temperatures below 600 °C [23].

As already noted, the performance of a galvanic cell (for electricity production) or of an electrolytic cell (for the production of chemicals) is dictated by the magnitude of the overpotentials both at the anode and at the cathode, $\eta_a$ and $\eta_c$, by the ohmic drop between the anode and the cathode and by the diffusional overpotentials, $\eta_{d,a}$ and $\eta_{d,c}$, at the anode and cathode respectively, resulting from slow mass transfer at the anode and cathode. The latter are described by \[
\eta_{d,a} = RT/F \ln(1 - i/i_{\ell,a});
\]
\[
\eta_{d,c} = RT/F \ln(1 - i/i_{\ell,c}) (32)
\]
where $i_{\ell,a}$ and $i_{\ell,c}$ are the diffusion-limited anodic and cathodic current densities, respectively. The computation of $i_{\ell,a}$ and $i_{\ell,c}$ for different electrode geometries are described in other chapters of this encyclopedia. These diffusional limitations, resulting from slow mass transfer relative to the electrocatalytic reaction, present
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a serious problem in the study of electrocatalysis. As already noted, in order to minimize their effect during electrocatalytic measurements, the rotational disk and rotational ring electrodes have been developed. Their theory and experimental aspects are presented in other chapters of this encyclopedia.

2.4.2 Volcano Plots

The Sabatier principle of catalysis also finds extensive application in the area of electrocatalysis: reactants should be moderately adsorbed on the catalyst/electrocatalyst surface. Very weak or very strong adsorption leads to low electrocatalytic activity. This has been demonstrated repeatedly in the literature by the use of volcano plots (Figs 23–25). In these plots, the electrocatalytic activity is plotted as a function of the adsorption energy of the key reactant or some other parameter related to it in a linear or near-linear fashion, such as the work function of the metal [5], or the metal–H bond strength when discussing the H2 evolution reaction (Fig. 24) [54] or the enthalpy of the lower- to-higher oxide transition when examining the O2 evolution reaction (Fig. 25) [55].

Considering a general reaction:

\[ A^+ + e \rightarrow B(a) \]  

where the adsorbed intermediate B(a) is in equilibrium with gaseous B, and expressing the rate of the forward and reverse charge-transfer reactions, \( r_f \) and \( r_r \) respectively, using the Butler–Volmer equations

\[
\begin{align*}
    r_f &= I_f / F = k_f (1 - \theta_B) \exp \left( \frac{\alpha F \eta}{RT} \right) \\
    r_r &= -I_r / F = k_r \theta_B \exp \left( -\frac{\alpha F \eta}{RT} \right)
\end{align*}
\]

one obtains upon multiplication and setting \( I_f = -I_r = I_0 \)

\[
(I_0/F)^2 = k_f k_r \theta_B (1 - \theta_B)
\]

therefore

\[
I_0 = (k_f k_r)^{1/2} F \theta_B (1 - \theta_B)^{1/2}
\]

One thus observes that the exchange current \( I_0 \) which expresses the electrocatalytic activity is maximized when \( \theta_B \approx 0.5 \). If one uses a Langmuir isotherm to relate \( \theta_B \) with \( p_B \) [56], then Eq. (37) gives

\[
I_0 = (k_f k_r)^{1/2} F \frac{K_B^{1/2} p_B^{1/2}}{(1 + K_B p_B)}
\]

which is maximum for \( K_B p_B = 1 \), that is, for moderate values of the adsorption equilibrium constant \( K_B \). Figure 23 (Ref. 57), shows the expected dependence use of \( I_0 \)

**Fig. 23** Sketch of a “volcano” curve in electrocatalysis involving adsorption of B as an intermediate (Eq. 33) resulting from Eqs (38) and (41). (Reprinted with permission from Ref. 57, Copyright 2003 by John Wiley & Sons Ltd.)
on $K_B$ and on the Gibbs energy of adsorption of the intermediate.

For example, in the case of dissociative $O_2$ adsorption in solid-state Pt/YSZ electrodes,

$$2O^2^- \rightarrow 2O(a) + 2e^-;$$

$$2O(a) \rightarrow O_2(g)$$

the same analysis gives

$$I_0 = (k_f k_r)^{1/2} F \frac{K_0^{1/2} P_{O_2}^{1/4}}{(1 + K_0 P_{O_2}^{1/2})}$$

which has been demonstrated to be in good agreement in solid-state electrochemistry for Pt/YSZ electrodes [23, 56].

From Eq. (40) and from the dependence of $K_B$ on the energy of adsorption $\Delta G_B$

$$\Delta G_B = -RT \ln K_B$$

it follows that the dependence of the exchange current, $I_0$, on $\Delta G_A$ will be of the form given in Fig. 23. This type of plot is commonly termed volcano plot [57–65].

On the weak adsorption side of the volcano ($K_B p_B \ll 1$), Eq. (38) gives

$$\ln I_0 = \ln[(k_f k_r)^{1/2} F p_B^{1/2}] + \frac{\Delta G_B}{2RT}$$

whereas on the strong adsorption side ($K_B p_B \gg 1$) it gives

$$\ln I_0 = \ln(k_f k_r)^{1/2} F / p_B^{1/2} - \frac{\Delta G_B}{2RT}$$

that is, ideally the volcano plot is predicted to be symmetric with respect to $\Delta G_B$ (Fig. 23).

Since energies of adsorption are closely related to the chemisorption bond strength, one frequently uses the metal–adsorbate bond strength as the abscissa of volcano plots (Fig. 24).
This particular volcano plot is indeed nearly symmetric and demonstrates that Pt, Rh, Ir, and Re have the optimal M−H bond strength for maximum activity (exchange current density) for the hydrogen evolution/hydrogen oxidation reaction (HER/HOR).

Similarly, the overpotential for the O₂ evolution reaction is minimized (i.e., the electrocatalytic activity is maximized) for intermediate values of the enthalpy of the lower-to-higher oxide transition (Fig. 25).

2.4.3 Transition State Approaches

Starting from the pioneering work of Polanyi and Horiuti [3], the first theoretical approaches to electrocatalysis were based on the transition state theory. Thus, the rate of the reduction reaction

$$A^+ + e^{-} \rightarrow A \quad (44)$$

can be expressed as

$$r_{\text{red}} = c_{A^+}c_e k_{\text{red}} \exp \left[ \frac{-\Delta G_{\text{red}}^\ddagger(\varphi_M)}{RT} \right] \quad (45)$$

where $c_{A^+}$ is the concentration of H⁺ at the OHP, $c_e$ is the concentration of electrons in the metal electrode, $k_{\text{red}}$ is a constant with dimensions of frequency, and $\Delta G_{\text{red}}^\ddagger$ is the standard free energy of the transition state which is a function of the Galvani potential inside the metal, $\varphi_M$. This leads [5, 6, 66] to the single-electron exchange ($n = 1$) form of the Butler–Volmer equation:

$$i = i_0 \left[ \exp \left( \frac{\beta F \eta}{RT} \right) - \exp \left( \frac{(1 - \beta) F \eta}{RT} \right) \right] \quad (46)$$

where $\eta(= \varphi_M - \varphi_M^\ddagger)$ is the overpotential and $\varphi_M^\ddagger$ is the value of $\varphi_M$ when $i = 0$. In the context of the transition state theory, the symmetry factor, $\beta$, represents the fraction of electronic charge remaining on the electrode at the transition state. The value of the symmetry factor $\beta$ is usually near 0.5 and it also physically expresses the fraction of the potential difference across the double layer which diminishes the chemical barrier for an ion undergoing reduction (Fig. 26).

The transition state approach leads in a natural way to the Butler–Volmer equation, but is relatively weak in its predictive properties regarding the exchange current, $i_0$, which is proportional to the frequency factor $k_{\text{red}}$ and to $\exp(-\Delta G_{\text{red}}^\ddagger)$. The latter is quite closely related to the enthalpy and standard entropy of formation of the adsorbed reduction product or intermediate, and this is one main reason for the very intense modern efforts to develop predictive theoretical tools for the ab initio computation of adsorption energies at

![Fig. 26](https://example.com/fig26.png)
the metal–gas and metal–solution interfaces [53, 58].

2.4.4 Quantum Mechanics–based Models

Generally speaking, since charge transfer at the metal–solution interface is a dynamic process which involves electron tunneling [5, 17, 66], and for some systems such as H₂ oxidation also involves proton tunneling [6, 17], one would expect that a full treatment would involve the time-dependent Schrödinger equation:

$$i\hbar \frac{\partial \Psi}{\partial t} = H\Psi$$ (47)

where $H$ is the Hamiltonian and $\Psi$ is the wave function of the system. There are two common approaches to deal with this equation for electron transfer. One involves time-dependent perturbation theory [66, 67] and the other involves the adiabatic approximation [66, 68–75]. The electrochemical theory for electron transfer usually refers to the ground state and, for the case where no chemical bonds are formed or broken, utilizes the theory of outer-sphere reactions, developed by Marcus [68], applied specifically to the metal–solution interface, and termed electrochemical outer-sphere reaction theory.

In its simpler form, one considers a 1-D diabatic (intersecting) potential energy surface (PES) and expresses the reduction electron current density as

$$j_c = \alpha \int \rho(\epsilon) f(\epsilon)$$

$$\times \exp \left[ -\frac{\left( \lambda - \epsilon + \epsilon_0 \eta \right)^2}{4\lambda k_b T} \right] d\epsilon$$ (48)

where $\alpha$ is a constant, $\lambda$ is the energy of solvent reorganization, $\rho(\epsilon)$ is the electronic density of states of the metal and $f(\epsilon)$ is the Fermi–Dirac electron distribution function. The proportionality factor is proportional to the tunneling probability of the electron between the electrode and the oxidized species.

Similarly, for the anodic current one obtains

$$j_a = \alpha \int \rho(\epsilon)(1 - f(\epsilon))$$

$$\times \exp \left[ -\frac{\left( \lambda + \epsilon - \epsilon_0 \eta \right)^2}{4\lambda k_b T} \right] d\epsilon$$ (49)

The first visualization of the electron-tunneling process at the metal–solution interface is due to Gurney [17] (Fig. 27). The probability of the availability of end tunneling states at the OHP was considered to follow Boltzman’s Law.

A more modern visualization of the factors entering the calculation of the anodic and cathodic currents has been developed by Gerischer and Schmickler (Fig. 28) [66, 69–71]. In this diagram, $W_{ox}$ and $W_{red}$ are proportional to the Gaussian terms in Eqs (48) and (49), corresponding
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An important practical development in practical ab initio quantum chemistry and electrochemistry in recent years has been the application of the density-functional theory (DFT) methods for the calculation of properties of large ensembles of atoms [82–84]. This is because the classical Hartree–Fock methods are extremely time consuming when large systems are involved. DFT calculations can compute binding energies of atoms and molecules with an accuracy $10–20$ kJ mol$^{-1}$, which is a reasonable first approximation. In DFT calculations, the energy of the quantum chemical system is calculated directly from a single function, the electronic density. The functional transformation of electronic density to energy is not known, but good approximations can be obtained using the generalized gradient approximation (GGA) functionals [82–84]. The DFT/GGA methods are quite successful in treating chemical bonds, since they account for nonlocal electron correlation.

More recent work [72–81] has addressed the key theoretical aspects related to adsorption and electron-transfer process for important electrocatalytic system, such as, for example, CO adsorption and oxidation on transition metal [76] (Fig. 29).

Fig. 28 Distribution functions $W_{\text{ox}}$ and $W_{\text{red}}$ at equilibrium and under application of a cathodic overpotential $\eta$. These distribution functions represent the contributions to the current by the oxidized/reduced states in the solution, originated by electron transfer from/to the energy state $\epsilon$ in the metal. (Reprinted with permission from Ref 22, Copyright 1996 by Oxford University Press).
which is more difficult to include in Hartree–Fock methods.

In treating molecule–surface interactions, two main approaches exist in the literature [26, 85–89]. The first considers the surface as a small (10–50) cluster of atoms [26, 87]. The second treats the surface as a slab in which a certain ensemble of atoms is repeated periodically [85–88].

An important result recently obtained by Hammer and Norskov using extensive DFT/GGA calculation is that energies of adsorption of molecules, such as CO (Fig. 29), can be related in a linear fashion to the energy of the center of the d band, $\varepsilon_d$, relative to the Fermi level of the metal (Fig. 30) [87]. The closer the center of the d band relative to the Fermi level of the metal, the stronger the binding propensity with molecules, such as CO, where enhanced electron backdonation leads to stronger binding to the surface.

These considerations are very useful for rationalizing the observed electronic trends upon alloying Pt with Ru, Sn, or Mo in the search for CO-tolerant anodes for
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PEM fuel cells. It is known that with several of these alloys the oxidation mechanism is bifunctional, for example

\[
\text{CO(Pt) + OH(Ru) } \rightarrow \text{ CO}_2 + \text{ H}^+ + e^-
\]

(50)

but it is also well established that electronic effects are quite important [84–95], for example, that the binding of CO both on Pt and on Ru is altered significantly upon alloying [84].

2.4.5 Promotional Effects

As in heterogeneous catalysis [44], small coverages of electropositive or electronegative adatoms, acting as promoters or poisons, can have very significant effects in the performance of electrocatalysts, as they can significantly modify the metal work function [10, 23, 44] and, thus, its chemisorptive propensity [10, 23, 44].

The presence of such adatoms modifies the electric field in the double layer which strongly interacts with the adsorbed dipoles [23, 26, 27]. The effect of the electric field on the binding energy (BE) of adsorbates has been investigated by Pacchioni and Illas [26] and by Koper and van Santen [84, 92] using metal clusters. In general, a positive field weakens the BE of predominantly electron acceptor adsorbates, such as CO on clean Pt [23, 84] adsorbing on atop positions, but the trends can become more complex when examining adsorption in threefold hollow sites [84].

The presence of adatoms or skin layers of alloys causes significant changes in the work function of electrocatalysts and, therefore, in their chemisorptive and electrocatalytic properties. Watanabe and coworkers [96–98] have carried out systematic investigations on the effect of such skin layers on the XPS BE shifts of Pt 4d and 4f photoelectrons [98] (Fig. 31), and have correlated such shifts with the change in the coverage of adsorbed CO and change in electrocatalytic activity for the oxidation of H₂, in the presence of CO (Fig. 32) [96, 98]. This very important experimental work has shown conclusively (Figs 31 and 32) that CO-tolerant alloy electrocatalysts are characterized by a positive BE shift, whereas electrocatalysts that are not CO tolerant exhibit a negative BE shift.

Fig. 31 Binding energy shifts at 4d and 4f in Pt skin layers of various CO-tolerant and non-CO-tolerant alloys [97, 98]. (Reprinted with permission from Refs. 97, 98, Copyright 2001 by The Royal Society of Chemistry on behalf of the PCCP Owner Societies).
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A positive BE shift implies a more "negatively charged" Pt atom, and thus CO chemisorption is weaker (better electrocatalytic activity) on such alloy electrocatalysts. This is consistent with the predominantly electron acceptor nature of CO adsorption on most metals [23] and with the recently established rules of electrochemical promotion [23, 99] and of classical promotion in heterogeneous catalysis [100] which predict that CO binding is weakened on high work function, that is, "negatively charged" surfaces.

Another demonstration of these simple rules [23, 99, 100] is presented in Figs 33 and 34. Electronegative adatoms, such as S and Se, cause a dramatic increase in the rate of CO oxidation on Pt [101–104], similar to the case of CO-poisoned catalysts in heterogeneous catalysis [23, 44].

Both the EDL model of electrochemical promotion [23, 27] and rigorous ab initio quantum mechanical calculations [26] have shown that these pronounced promotional effects are due to the strong repulsive lateral interactions between adsorbed CO and coadsorbed electronegative adatoms [23, 26, 27].

2.5 The Hydrogen Oxidation/Evolution Reaction

The HOR and HER are the most thoroughly studied electrocatalytic systems [105–114]. Excellent reviews are given by Breiter [115], Lasia [116], and Markovic [117]. Conway and Bockris first established, in 1957, a linear relation between log $i_0$ and the metal work function $\Phi$ [118]. Parsons [60] and Gerischer [119]

Fig. 32  Effect of chemical shift of Pt 4d$_{5/2}$ binding energy in Pt skin layer, prepared on a bare Pt$_{50}$Fe$_{50}$ alloy surface by sputtering deposition, onto (top) the kinetically controlled H$_2$ oxidation current ($j_k$) and (bottom) the steady-state CO coverage ($\theta_{CO}$) at room temperature in 0.1 M HClO$_4$ solution saturated with 100 ppm CO/H$_2$ balance [96, 98]. (Reprinted with permission from Ref. 96, Copyright 2003 by John Wiley & Sons Ltd).

Fig. 33  Dependence of the maximum current density for CO oxidation at 0.45 V in 0.5 M H$_2$SO$_4$ on the electronegativity of the adatom. Electronegativity values from Pauling (\(\Delta\)) and from Rochow (\(\gamma\)) [102]. (Reprinted with permission from Ref. 102, Copyright 1985 by Elsevier Science).
independently used transition state theory to establish a linear relation between \( \log i_0 \) and the chemical potential (Gibbs energy) of adsorbed hydrogen. The general form of this relation leads to volcano plots, as already shown in Fig. 24. Trasatti later showed that the same volcano plots apply both to metal and oxide electrocatalysts \cite{120, 121}.

These volcano plots show that Pt is the best electrocatalyst owing to its moderate strength of adsorption of hydrogen atoms. Adsorbed hydrogen atoms (Pt–H or frequently termed Pt–H\textsubscript{upd} where upd denotes underpotential deposition) is formed either from protons or from H\textsubscript{2}O molecules:

\[
\text{Pt} + \text{H}_3\text{O}^+ + e^- \rightleftharpoons \text{Pt} - \text{H}\textsubscript{upd} + \text{H}_2\text{O} \quad (\text{pH} < 7) \tag{51}
\]

\[
\text{Pt} + \text{H}_2\text{O} + e^- \rightleftharpoons \text{Pt} - \text{H}\textsubscript{upd} + \text{OH}^- \quad (\text{pH} > 7) \tag{52}
\]

The enthalpy of adsorption of H\textsubscript{upd} on Pt(111) is not constant, but varies linearly from \(-42\) to \(-22\) kJ mol\(^{-1}\) as the coverage \(\theta_\text{H}\) increases from 0 to 0.6 \cite{117}. The HOR proceeds via the dissociative adsorption of H\textsubscript{2} followed by two parallel routes in acidic solutions:

\[
\text{Pt} - \text{H} \longrightarrow \text{Pt} + \text{H}^+ + e^- \quad (54)
\]

\[
\text{H}_2 + \text{Pt} \rightleftharpoons \text{Pt} - \text{H} + \text{H}^+ + e^- \quad (55)
\]

where the relative importance of the two steps (Volmer–Tafel and Volmer–Heyrovsky) depends on the pH of the solution.

Similar to heterogeneous catalysis, the HER/HOR system is structure sensitive as shown by the CVs in Fig. 35 \cite{122} and

\[
\text{H}_2 + \text{Pt} \not\rightleftharpoons \text{Pt} - \text{H} \quad (53)
\]
the steady-state log \(i_0\) versus \(T\) plots in Fig. 36 [117], which demonstrate that the highest density Pt(111) surface is the less reactive one.

This structure sensitivity has been studied in detail by Markovic [117] and is also demonstrated in Fig. 37 which shows steady-state current–potential curves obtained in alkaline environment on different crystallographic Pt planes and also depicting the possible position of \(H_{\text{upd}}\) and \(H_{\text{opd}}\) on the different surfaces. It is interesting to note that the anodic current passes through a maximum near \(0.4\) V (versus RHE) which is primarily due to the very low coverage of \(H_{\text{upd}}\) at more positive potentials.

### 2.6 Oxygen Reduction/Evolution Reaction

This electrocatalytic system is of great importance [123–136] both for efficient fuel cell operation [123, 125] and for efficient electrolysis [123]. The progress in understanding oxygen electrocatalysis has been reviewed by Yeager [129], Appleby [130], and...
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Damjanovic [131], Kinoshita [132], Bockris [92], Adjic [134], MacDougall [123], and Ross [124] among others for aqueous systems and by McEvoy [28] and Ivers-Tiffee [125] for solid-state electrochemical systems.

The oxygen reduction reaction (ORR) at the cathode of an electrochemical cell involves the transfer of four electrons from the cathode to an O₂ molecule followed by removal of the reduced product from the interface. Reduction of an O₂ molecule to water or to hydroxyl anions at an electrode/aqueous electrolyte interface is to be distinguished from reduction of O₂ to 2O₂⁻ at the surface of an oxide or at an electrode/solid electrolyte interface in solid-state electrochemistry. In the latter case, the ORR is generally different at the surface of a noble metal like Pt from that at the surface of a metallic oxide.

The ORR requires a weakening of the oxygen–oxygen bond of the O₂ molecule and therefore a strong interaction with the surface of the catalytic electrode. A noble metal like Pt has too large a work function to be able to donate two electrons to an adsorbed oxygen atom to create O²⁻ ions at the surface; but it can transfer one electron per oxygen atom, and this electron is charge compensated by a proton from the solution. If both oxygen atoms of the O₂ molecule are adsorbed on the surface, a bidentate adsorption occurs [137]. Thus, in acid solution

\[
O_2 + 2e^- + 2H^+ \rightarrow 2OH_{ads} \quad (56)
\]

and in alkaline solution

\[
O_2 + 2e^- + 2H_2O \rightarrow 2OH_{ads} + 2OH^- \quad (57)
\]

If the molecule is adsorbed end-on, only one electron is transferred. In acid solution

\[
O_2 + e^- + H^+ \rightarrow HO_2_{,ads} \quad (58)
\]

and in alkaline solution

\[
O_2 + H_2O + e^- \rightarrow HO_2_{,ads} + OH^- \quad (59)
\]

These two different types of adsorbed species lead to two different ORR pathways, one to a direct reduction to 2H₂O or 4OH⁻ and the other to a peroxide H₂O₂ or HO₂⁻ intermediate.

Thus, in acidic solutions, the first pathway proceeds via

\[
2OH_{ads} + 2H^+ + 2e^- \rightarrow 2H_2O \quad (60)
\]

and gives the overall direct reaction:

\[
O_2 + 4H^+ + 4e^- \rightarrow 2H_2O, \quad \Delta U^0 = 1.23 \text{ V} \quad (61)
\]

where the standard potential \( \Delta U^0 \) is referred to the standard hydrogen electrode (SHE). The second pathway proceeds via

\[
HO_2_{,ads} + e^- + H^+ \rightarrow H_2O_2 \quad (62)
\]

and leads to the overall reaction:

\[
O_2 + 2H^+ + 2e^- \rightarrow 2H_2O_2, \quad \Delta U^0 = 0.682 \text{ V} \quad (63)
\]

where

\[
H_2O_2 + 2H^+ + 2e^- \rightarrow 2H_2O, \quad \Delta U^0 = 1.77 \text{ V} \quad (64)
\]

may not be accessed [137]. Therefore, the indirect reaction leads to the generation of, usually undesirable, peroxide species and to a lowering of the open-circuit potential.

In alkaline solutions, the first pathway proceeds via

\[
2OH_{ads} + 2e^- \rightarrow 2OH^- \quad (65)
\]
and gives the overall direct ORR:
\[
O_2 + 2H_2O + 4e^- \rightarrow 4OH^-, \\
\Delta U^o = 0.401 \text{ V}
\] (66)
whereas the second pathway:
\[
HO_2,\text{ads} + e^- \rightarrow HO_2^- 
\] (67)
leads to the overall reaction:
\[
O_2 + H_2O + 2e^- \rightarrow HO_2^- + OH^-, \\
\Delta U^o = -0.076 \text{ V}
\] (68)
with
\[
HO_2^- + H_2O + 2e^- \rightarrow 3OH^-, \\
\Delta U^o = 0.88 \text{ V}
\] (69)

In solid-state electrochemical cells, for example those utilizing YSZ, the reduction of O\text{2} does not generally involve OH formation, but with noble metal electrodes proceeds via
\[
O_2 + 2e^- \rightarrow 2O^-_{\text{ads}} 
\] (70)
\[
2O^-_{\text{ads}} + 2e^- + 2\square_{\text{el}} \rightarrow 2O^2_{\text{el}}^- 
\] (71)
where O^-\text{ads} is adsorbed on the Pt from where it spills over to a vacancy, \square_{\text{el}}, in the solid electrolyte [137].

The reverse of reaction (71) is of particular importance in the area of EPOC [23], since the O^-\text{ads} formed by anodic polarization of the Pt/YSZ interface is different from the O^-\text{ads} formed by gaseous O\text{2} and acts as a sacrificial promoter for catalytic reactions taking place at the metal/gas interface where the O^-\text{ads} species migrates (backspillover) from the solid electrolyte [23].

When a reducible metal oxide is used as the cathode, for example, perovskites such as La_xSr_{1-x}MnO_3 used in solid oxide fuel cells [28, 125], then, denoting by M the reducible metal, one can formulate the O\text{2} reduction pathway by
\[
M^{(m-1)+} - \square_{\text{el}} - M^{(m-1)+} + O_2 \\
\rightarrow M^{m+} - (O_2)^2- - M^{m+} 
\] (72)
followed by migration of the extra, active, oxygen over the surface to another vacancy where it also gets reduced as follows:
\[
O_{\text{ads}} + M^{(m-1)+} - \square_{\text{el}} - M^{(m-1)+} \\
\rightarrow M^{m+} - O^2- - M^{m+} 
\] (73)
followed by
\[
2M^{m+} + 2e^- \rightarrow 2M^{(m-1)+} 
\] (74)

The O\text{2} evolution reaction which is of great importance in electrolytic cells, proceeds in general via the reverse of the above reactions. Owing to the principle of microscopic reversibility, it is obvious that active O\text{2} reduction electrocatalysts are equally active for the O\text{2} evolution reaction.

The use of mixed ionic-electronic conductors (MIECs) as ORR electrocatalysts is quite common in solid-state electrochemistry [125], because the reaction zone is extended over the entire electrode/gas interface, contrary to the case of metal electrodes where the reaction is, to a large extent, restricted to the tpb zone [23].

In general, finding efficient electrocatalysis for the oxygen reduction/evolution system is much more demanding than for the H\text{2} oxidation/evolution system. One reason is the much stronger chemisorption of O atoms on metals, in general, which leads easily to surface or bulk oxide formation.

This can be appreciated from the CVs in Fig. 38 [138] which show that on Pt in acidic solutions, oxygen reduction takes place at 0.8 V (RHE), regardless of the amount of oxide formed and that, therefore, there is an overpotential of
0.45 V from the thermodynamic potential of 1.23 V for the $\text{O}_2(\text{g})$ reduction reaction.

As shown by the volcano plots of Figs 25 and 39 [139], Pt and Pt–Ru alloys are among the most active electrocatalysts for the oxygen evolution reaction. However, RuO$_2$, which is also the main component of dimensionally stable anode (DSA) electrodes, is significantly more active (Fig. 25).

The nature of O adatoms on noble metals, which frequently form islands on the electrocatalytic surface (Fig. 40), has been studied in detail and imaged by scanning tunneling microscopy (STM), by Ertl and coworkers [140]. Some of the best binary and tertiary alloy electrocatalysts developed so far for the ORR reaction are compared in Fig. 41 [141].

2.7 Oxidation of Small Organic Molecules

The oxidation of small organic molecules, recently reviewed by Iwasita [142], has attracted wide attention during the last 20 years in connection with the development of direct methanol fuel cells (DMFCs).

Table 1 shows the equilibrium oxidation potentials for $\text{H}_2$, $\text{CH}_3\text{OH}$, $\text{H}_2\text{CO}$, HCOOH, and CO. One observes that the open-circuit potentials of the corresponding fuel cells utilizing these molecules as the fuel at the anode are close to each other and thus show similar promise from a thermodynamic point of view [142]. However, as shown in Fig. 22, the oxidation of CO exhibits an overpotential of 0.7 V on Pt and 0.6 V on Ru anodes in acidic environments. The overpotential for CO oxidation is significantly smaller in
alkaline environments [117] but such environments are of no interest for polymer electrolyte membrane fuel cell (PEMFC) applications. The same trend is observed when examining the oxidation of small organic molecules and comparing the performance of Pt electrocatalysts in acidic and alkaline environments, as shown earlier in Fig. 17. The same figure showed the multipeak CVs obtained primarily in acidic environments resulting from the oxidation of passivating oxide and subsequent easier oxidation on the cleaned surface in the reverse scan.

Since such high anodic overpotentials are prohibitive for practical applications, a very intense research effort has been launched during the last 20 years for finding more efficient anodic electrocatalysts.

The source of the problem is that the direct anodic six-electron oxidation
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Tab. 1  Thermodynamic data on the oxidation of CO, methanol, and related substances at 25°C and 1 atm [142]

<table>
<thead>
<tr>
<th>Theoretical cell reaction</th>
<th>( \Delta H^o ) [kcal mol(^{-1})]</th>
<th>( \Delta S^o ) [cal mol(^{-1})]</th>
<th>( \Delta G^o ) [kcal mol(^{-1})]</th>
<th>( n )</th>
<th>( \Delta U^o[V] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{H}_2 + \text{O}_2 \rightarrow \text{H}_2\text{O}(l) )</td>
<td>-68.14</td>
<td>-39.0</td>
<td>-56.69</td>
<td>2</td>
<td>1.23</td>
</tr>
<tr>
<td>( \text{C} + \frac{1}{2}\text{O}_2 \rightarrow \text{CO} )</td>
<td>-26.4</td>
<td>+21.4</td>
<td>-32.81</td>
<td>2</td>
<td>0.71</td>
</tr>
<tr>
<td>( \text{CO} + \frac{1}{2}\text{O}_2 \rightarrow \text{CO}_2 )</td>
<td>-67.62</td>
<td>-20.7</td>
<td>-61.45</td>
<td>2</td>
<td>1.33</td>
</tr>
<tr>
<td>( \text{CH}_3\text{OH} + 3/2\text{O}_2 \rightarrow \text{CO}_2 + 2\text{H}_2\text{O} )</td>
<td>-173.8</td>
<td>-23.5</td>
<td>-166.8</td>
<td>6</td>
<td>1.21</td>
</tr>
<tr>
<td>( \text{CH}_2\text{O} + \text{O}_2 \rightarrow \text{CO}_2 + \text{H}_2\text{O} )</td>
<td>-134.28</td>
<td>-32.1</td>
<td>-124.7</td>
<td>4</td>
<td>1.35</td>
</tr>
<tr>
<td>( \text{HCOOH} + 1/2\text{O}_2 \rightarrow \text{CO}_2 + \text{H}_2\text{O} )</td>
<td>-64.66</td>
<td>+11.8</td>
<td>-68.2</td>
<td>2</td>
<td>1.48</td>
</tr>
</tbody>
</table>

CH\(_3\)OH + \text{H}_2\text{O} \rightarrow \text{CO}_2 + 6\text{H}^+ + 6\text{e}^- \quad (75)

does not take place on any known electrocatalyst, but, as shown by Breiter [143], proceeds via a sequence of steps, which can be generally expressed as

\[ \text{CH}_3\text{OH} \rightarrow (\text{adsorbed intermediates}) \]
\[ \rightarrow \text{CO(ad)} \]
\[ \rightarrow \text{H}_2\text{CO, HCOOH} \rightarrow \text{CO}_2 \] \quad (76)

The formation of adsorbed CO is recognized as a major factor for the observed high anodic overpotentials [142]. In aqueous environments, a good electrocatalyst should be able to

(a) dissociate the C–H bond to form adsorbed methanol;
(b) activate the reaction of \( \text{H}_2\text{O} \) with the resulting carbonaceous intermediate.

On Pt electrodes, which are known to be good catalysts for C–H bond cleavage,

CH\(_3\)OH cannot displace adsorbed H atoms, so \( \text{CH}_3\text{OH} \) adsorption starts above 0.2 V versus RHE. The second process (b) requires dissociation of \( \text{H}_2\text{O} \) which acts as the oxygen donor of the reaction. On pure Pt, this is possible only at potentials above 0.4–0.45 versus RHE [142]. Thus, on pure Pt, the oxidation of CH\(_3\)OH to CO\(_2\) cannot start below 0.45 V and, owing to the inefficient catalysis of the second step, practically starts at 0.7 V, that is, at potentials of no technological interest.

The use of on-line mass spectrometry, direct electrochemical mass spectrometry, (DEMS), has revealed several interesting features of the CH\(_3\)OH oxidation on Pt.

**Fig. 42** Direct electrochemical mass spectrometric (DEMS) experiment: current and mass-signal (\( m/e = 44 \), CO\(_2\) and \( m/e = 60 \), methyl formate) voltammograms during methanol oxidation on a porous Pt electrode. 0.1 M CH\(_3\)OH/1 M HClO\(_4\); 20 mV s\(^{-1}\). Surface roughness: ca 50. (Reprinted with permission from Ref. 144, Copyright 1990 by Wiley-VCH).
In addition to CO$_2$ ($m/e = 44$), significant amounts of methyl formate ($m/e = 60$) are also formed.

Similar direct electrochemical mass spectrometric (DEMS) studies by Vielstich and Anastasijevic [8, 145, 146] of the anodic oxidation of H$_2$CO in alkaline solutions led to some of the first reports of electrochemical promotion (NEMCA effect) in aqueous solutions, that is, to current efficiencies for CO$_2$ formation exceeding 100%, owing to the electrochemical activation of a purely catalytic parallel oxidation step on the Pt catalyst electrode [8, 145, 146].

The continuing intense effort for developing efficient anodes for DMFCs usually involves the use of alloys, such as Pt/Ru, where a pronounced synergistic effect is observed (Fig. 43) [11, 147], probably primarily due to bifunctionality. The anode performance is significantly enhanced by the use of various promoting adatoms, such as Bi, which decrease by more than 2 eV the work function of Pt [148] and also Sb and Se where again a pronounced current density enhancement is observed at intermediate adatom coverage values (Fig. 44) [148, 149]. Of particular promise are electrocatalysts involving Pt/Sn where activity is again optimized for $\theta_{Pt}^{Sn}$ values close to 0.5 for the electrooxidation of CO, HCOOH, H$_2$CO, and CH$_3$OH (Fig. 45) [150]. The use of Pb, Bi, and Sb adatoms for the oxidation of HCOOH on Pt electrodes also leads to very enhanced anodic performance [104].

The investigation of the mechanism of the anodic oxidation of HCOOH is an area of very active research [151–164]. The oxidation of C$_2$ molecules is also attracting increasing interest [165–169].

### 2.8 Other Important Electrocatalytic Systems

Although the effort for developing efficient PEM, and also solid oxide fuel cell (SOFC), electrocatalysts has absorbed the majority of the research activities in electrocatalysis during the last 15 years, there are also several other theoretically and technologically important electrocatalytic fields that have attracted significant attention and where important advances have been made.

The anodic oxidation of volatile organic components (VOCs) using metal-oxide electrodes has attracted much attention and the group of Comninellis [170–174] has found that often the complete electrochemical oxidation of some organics in aqueous media occurs, without any loss in electrode activity, only at high potentials with concomitant evolution of O$_2$. Furthermore, it has been found that the nature of electrode material strongly influences both the selectivity and the efficiency of the process.

![Fig. 43 Methanol electrooxidation current densities as a function of ruthenium coverage at 0.56 V (•) and at 0.38 V (○) on the Pt(111)/Ru electrode. (Reprinted with permission from Ref. 147, Copyright 1998 by the American Chemical Society).](image-url)
In order to interpret these observations, a comprehensive model for anodic oxidation of organics in acidic media, including competition with oxygen evolution, has been proposed [170]. This model permits the distinction between the two limiting cases of "active" and "nonactive" anodes. Figure 46 illustrates the reaction scheme in acid medium (e.g., HClO$_4$), where M designates an active site at the anode surface. In all cases, the initial step is the discharge of water molecules to form adsorbed hydroxyl radicals (77):

\[
M + H_2O \rightarrow (M\cdot OH) + H^+ + e^{-}
\]

(77)

The electrochemical and chemical reactivities of the adsorbed hydroxyl radicals strongly depend on the nature of electrode material used. Two extreme classes of electrodes can be defined: "active" and "nonactive" electrodes:

At "active" electrodes there is a strong electrode (M)--hydroxyl radical (\(\cdot\)OH) interaction. In this case, the adsorbed hydroxyl radicals may interact with the anode with possible transition of the oxygen from the hydroxyl radical to the anode surface, forming the so-called higher oxide (Eq. 78). This may be the case when higher oxidation states on the surface electrode are available above the thermodynamic potential for oxygen evolution (1.23 V/RHE).

\[
M(\cdot OH) \rightarrow MO + H^+ + e^{-}
\]

(78)

The surface redox couple MO/M can act as a mediator in the oxidation of organics at "active" electrodes (Eq. 79). This reaction competes with the side reaction of oxygen evolution due to the

**Fig. 44** Comparison between experimental (●) and theoretical currents for formic acid oxidation versus the fraction of platinum surface blocked by the adatom on three different electrodes: (a) Bi/Pt(111), (b) Sb/Pt(111), and (c) Se/Pt(111). (Reprinted with permission from Refs 148, 149, Copyright 1997 by the American Chemical Society).
chemical decomposition of the higher oxide (Eq. 80).

\[
\begin{align*}
\text{MO} + \text{R} & \rightarrow \text{M} + \text{RO} \quad (79) \\
\text{MO} & \rightarrow \text{M} + 1/2\text{O}_2 \quad (80)
\end{align*}
\]

The oxidation reaction via the surface redox couple \( \text{MO/M} \) (Eq. 79) may result in the partial (selective) oxidation of organics. At “nonactive” electrodes there is a weak electrode (M)–hydroxyl radical (\(^\bullet\text{OH}\)) interaction. In this case, the oxidation of organics is mediated by hydroxyl radicals (Eq. 81), which may result in fully oxidized reaction products, that is, \( \text{CO}_2 \).

\[
\begin{align*}
\text{M}^{\bullet\text{OH}} + \text{R} & \rightarrow \text{M} + m\text{CO}_2 + n\text{H}_2\text{O} \\
& \quad + \text{H}^+ + e^- \quad (81)
\end{align*}
\]

In this schematic reaction equation, \( \text{R} \) is the fraction of an organic compound, which contains no heteroatom and needs one atom of oxygen to be transformed to fully oxidized elements. (Actual values of \( m \) and \( n \) depend on the elemental composition of \( \text{R} \) to be oxidized.) This reaction competes with the side reaction of hydroxyl radical discharge (direct or indirect through formation of \( \text{H}_2\text{O}_2 \) as intermediate) to \( \text{O}_2 \) (Eq. 82) without any participation of the anode surface:

\[
\text{M}^{\bullet\text{OH}} \rightarrow \text{M} + 1/2\text{O}_2 + \text{H}^+ + e^- \quad (82)
\]

The distinction between “active” and “nonactive” behavior and the underlying mechanistic explanation are supported by several experimental observations, including measurement of the concentration of reactive intermediates in the oxygen evolution reaction, such as hydroxyl radicals produced by discharge of water. In fact, hydroxyl radicals produced at “nonactive” electrodes can be intercepted by using \( p \)-nitrosodimethylaniline as a selective scavenger [170].

In practice, however, most anodes will exhibit a mixed behavior since both parallel reaction paths will participate in organics oxidation and oxygen evolution reactions. As a general rule, the closer the reversible potential of the surface redox couple to the potential of oxygen evolution, the higher the active character of the anode. In Ref. 170, dimensionally stable–type anodes (DSA) based on \( \text{IrO}_2 \) (\( \text{Ti/IrO}_2 \)) and synthetic boron-doped diamond (\( p\)-\( \text{Si/BDD} \)) electrodes are compared in the oxidation of organics in acid media (1 M \( \text{H}_2\text{SO}_4 \) or 1 M \( \text{HClO}_4 \)). \( \text{Ti/IrO}_2 \) may serve as a typical example of “active” anode (the redox potential of the \( \text{IrO}_3/\text{IrO}_2 \) couple, 1.35 V/RHE, is close to the standard potential of \( \text{O}_2 \) evolution, 1.23 V/RHE) and is thus suitable for electrosynthesis, while \( p\)-\( \text{Si/BDD} \), a typical “nonactive” BDD, is known to be inert and to have weak adsorption properties.
Significant advances have also been made in developing novel materials for oxygen reduction. For example, the use of Chevrel phases and chalcogenides as ORR electrocatalysts in aqueous electrochemistry has been significantly advanced since their discovery in 1986 by Alonso-Vante and Tributsch [175–177].

Recent advances using macrocycles, such as supported metal–phthalocyanine and metal–tetraphenyl-porphyrine, pioneered by Jasinski [178] and pursued by Zagal and others [179–181] show significant promise, although significant optimization is necessary to reach practical current densities.

Similar efforts in solid-state electrochemistry for SOFC development focus on the exploration of new perovskites not only for the ORR but also for the anodic oxidation of hydrocarbons [182]. In this area, the discovery that Cu-based anodes present a viable alternative to the classical Ni-YSZ cermet anodes is particularly noteworthy [166, 183, 184], owing to the significant enhancement of performance by avoiding coke deposition. Similar important advances have occurred in the molten carbonate fuel cell (MCFC) area [9].

The electrocatalysis of hydrogenation reactions has also witnessed significant progress in recent years, particularly the area of the technologically extremely important CO₂ hydrogenation [185–194].

Electrochemical capacitors and supercapacitors have also received increasing attention both for energy storage and also due to the fact that such carbon-supported electrode capacitors play an important role in PEM fuel cell operation [9].

2.9 Electrochemical Promotion of Catalytic Reactions

The phenomenon of EPOC or NEMCA effect was first reported in solid electrolyte systems [23, 195–205], but several NEMCA studies already exist using aqueous electrolyte systems [23, 30, 31, 145] or Nafion membranes [23]. The EPOC phenomenon leads to apparent Faradaic efficiencies, Λ, well in excess of 100% (values up to 10⁵ have been measured in solid-state electrochemistry and up to 10² in aqueous electrochemistry). This is due to the fact that, as shown by a variety of surface science and electrochemical techniques [23, 40, 195–198, 206–209], the NEMCA effect is due to electrocatalytic (Faradaic) introduction of promoting species onto catalyst-electrode surfaces [23, 196], each of these promoting species being able to catalyze numerous (Λ) catalytic turnovers.
The main experimental features and theory of the EPOC have been reviewed recently [23, 196, 199, 206, 207] and summarized lucidly by Sanchez and Leiva [208, 209].

The basic phenomenology of EPOC when using \( O^{2-} \) - or \( H^+ \)-conducting supports is given in Figs 47 and 48 respectively. In the former case (Fig. 47, [23]), the (usually porous) metal (Pt) catalyst

\[
C_2H_4 + 6O^2- \rightarrow 2CO_2 + 2H_2O + 12e^- \\
\]
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electrode, typically 40 nm to 4 µm thick, is deposited on an 8 mol% YSZ solid electrolyte. In the latter case (Fig. 48, Ref. 201) the nanodispersed Pd catalyst is deposited on porous conductive graphitic C which is supported on Nafion, a H⁺ conductor.

![Electrochemical reaction and Catalytic reaction]

**Fig. 48** (a) Basic experimental setup and operating principle of electrochemical promotion using a H⁺ conductor during 1-butene isomerization to cis-2-butene and trans-2-butene on C-supported Pd [23]. (b) Electrochemical promotion of the isomerization reaction [201]. Steady-state effect of cell potential on the current density, and on the rates of formation of cis-2-butene, trans-2-butene, and butane produced from 1-butene supplied over a dispersed Pd/C catalyst electrode deposited on Nafion, a H⁺ conductor [201]. (c) Corresponding effect of cell potential on the selectivities to cis-2-butene, trans-2-butene, and butane and on the apparent Faradaic efficiency, Δ (filled symbols) defined as Δ_{total}/(I/F).

Thus, each proton catalyzes the isomerization of up to 50 molecules of 1-butene to cis- and trans-2-butene. (Reprinted with permission from Ref. 23, Copyright 2001 by Kluwer/Plenum Publishers (a) and from Ref. 201, Copyright 1997 by the American Chemical Society (b).)
In both cases, under open-circuit operation \((I = 0, \text{no electrochemical rate})\), there is a catalytic rate, \(r_0\), of ethylene consumption for oxidation to CO\(_2\) (Fig. 47) or of 1-butene consumption owing to reduction to butane and isomerization to cis-2-butene and trans-2-butene (Fig. 47).

Application of an electrical current, \(I\), or potential \((U_{\text{WR}})\) between the catalyst and a counterelectrode and, thus, changing the catalyst potential, \(U_{\text{WR}}\), with respect to a reference electrode, causes very pronounced and strongly non-Faradaic (i.e., \(\Delta r \gg I/2F\) in Fig. 47, \(\Delta r \gg |I/F|\) in Fig. 48) alterations to the catalytic rate (Figs 47 and 48) and to the product selectivity (Fig. 48).

Two parameters are commonly used to describe the magnitude of electrochemical promotion: first, the apparent Faradaic efficiency, \(\Lambda\), defined from

\[
\Lambda = \frac{\Delta r_{\text{catalytic}}}{(I/2F)} \tag{83}
\]

where \(\Delta r_{\text{catalytic}}\) is the current- or potential-induced change in catalytic rate, \(I\) is the applied current, and \(F\) is Faraday’s constant.

Second, the rate enhancement, \(\rho\), defined from

\[
\rho = \frac{r}{r_0} \tag{84}
\]

where \(r\) is the electropromoted catalytic rate and \(r_0\) is the unpromoted (open circuit) catalytic rate.

A reaction exhibits electrochemical promotion when \(|\Lambda| > 1\), whereas electrocatalysis is limited when \(|\Lambda| \leq 1\). A reaction is termed electrophobic when \(\Lambda > 1\) and electrophilic when \(\Lambda < -1\). In the former case, the rate increases with catalyst potential, \(U\), whereas in the latter case the rate decreases with catalyst potential. \(\Lambda\) values up to \(3 \times 10^5\) [23, 210] and \(\rho\) values up to 150 [23] have been found for several systems. More recently, \(\rho\) values between 300 and 1200 [211, 212] have been measured for C\(_2\)H\(_4\) oxidation on Pt.
In the experiment shown in Fig. 47, it is $\Lambda = 74,000$ and $\rho = 26$, that is, the rate of $\text{C}_2\text{H}_4$ oxidation increases by a factor of 25 and the increase in the rate of $\text{O}$ consumption is 74,000 times larger than the rate, $1/2F$, of $\text{O}^{2-}$ supply to the catalyst. In the experiment shown in Fig. 48, the maximum $\rho$ values for the production of cis-2-butene, trans-2-butene, and butene are of the order of 50 and the corresponding maximum $\Lambda$ values are of the order of 40 for cis-2-butene formation, 10 for trans-2-butene formation, and less than 1 for butene formation. Thus, each proton supplied to the Pd catalyst can cause the isomerization of up to 40 1-butene molecules to cis-2-butene and up to 10 1-butene molecules to trans-2-butene, whereas the hydrogenation of 1-butene to butane is electrocatalytic, that is, Faradaic.

So far, more than 70 different catalytic reactions (oxidations, hydrogenations, dehydrogenations, isomerizations, decompositions) have been electrochemically promoted on Pt, Pd, Rh, Ag, Au, Ni, IrO$_2$, RuO$_2$ catalysts deposited on $\text{O}^{2-}$ (YSZ), Na$^+$ ($\beta''_{\text{Al}_2}\text{O}_3$), H$^+$ ($\text{CaZr}_{0.9}\text{In}_{0.1}\text{O}_3$–$\alpha$), Nafion), F$^-$ ($\text{CaF}_2$), aqueous, molten salt, and mixed ionic-electronic (TiO$_2$, CeO$_2$) conductors [23].

These studies have shown that, quite often, over relatively wide (e.g., 0.3–0.5 V) ranges of potential, the catalytic rates depend on catalyst-electrode potential in an exponential manner, similar to the high field approximation of the Butler–Volmer equation, that is,

$$\frac{r}{r_0} = \exp\left(\frac{\alpha e \Delta U}{k_b T}\right) = \exp\left(\frac{\alpha \Delta \Phi}{k_b T}\right)$$

(85)

where $r_0$ is the unpromoted (i.e., open-circuit) catalytic rate, $\Delta U$ is the applied overpotential, $\Delta \Phi$ is the overpotential-induced change in the catalyst-electrode work function and $\alpha$ (typically $|\alpha| \approx 0.2–1$) is a parameter that is positive for electrophobic reactions ($\partial r/\partial \Phi > 0$, $\Lambda > 1$) and negative for electrophilic reactions ($\partial r/\partial \Phi < 0$, $\Lambda < -1$) (Fig. 53).

The second equality (85) holds because, as shown by Kelvin probe [23, 195] and ultra-violet electron spectroscopic (UPS), [23] work function measurements, the equality

$$e\Delta U_{\text{WR}} = \Delta \Phi$$

(86)

is valid over wide (e.g., 0.5–1 V) catalyst-electrode potential ranges in solid-state electrochemistry. This equation is identical to that reported in aqueous electrochemistry for emersed electrodes [213, 214].

Equation (86) is a limiting case of the general equation

$$e\Delta U_{\text{WR}} = -\Delta \mu(= -\Delta E_F) = \Delta \Phi + e\Delta \Psi$$

(87)

valid for any electrochemical cell [23], where $\mu$ is the electrochemical potential of electrons in the catalyst electrode, $E_F(= \mu)$ is the Fermi level of the catalyst-electrode, and $\Psi$ is the outer (Volta) potential of the metal catalyst electrode in the gas outside the metal/gas interface. The latter vanishes ($\Psi = 0$, $\Delta \Phi = 0$) when no net charge resides at the metal/gas interface [23, 215]. Thus, the experimental Eq. (86) manifests the formation of a neutral double layer, termed effective double layer, at the metal/gas interface (Fig. 49). At the molecular level, the stability of the EDL and thus the validity of Eq. (86) requires that the migration (backspillover) of the promoting ion ($\text{O}^{2-}$, Na$^{\delta^+}$) is fast relative to its desorption or catalytic consumption. When this condition is not met (e.g., high $T$ or nonporous electrodes) or also when the limits of zero or saturation coverage of the promoting ion.
are reached (at very positive or negative $\Delta U_{WR}$), then deviations from Eq. (1) are observed [23, 215].

From Eq. (86) it follows that in electrochemical promotion the work function of the catalyst surface can be in situ controlled by the applied potential $U_{WR}$ and thus electrochemical promotion is, simply, catalysis in presence of an electrochemically controllable double layer at the catalyst/gas interface [23]. The EDL affects the binding strength of chemisorbed reactants and reaction intermediates and thus affects the catalytic rate in a very pronounced and reversible manner.

The molecular origin of electrochemical promotion is currently understood on the basis of the sacrificial promoter mechanism [23]. NEMCA results from the Faradaic (i.e., at a rate $I/nF$) introduction of promoting species (O$^{2-}$ in the case of O$_2$-conductors, H$^+$ in the case of H$^+$-conductors) on the catalyst surface. This electrochemically introduced O$^{2-}$ species acts as a promoter for the catalytic reaction (by changing the catalyst work function and affecting the chemisorptive bond strengths of coadsorbed reactants and intermediates) and is eventually consumed at a rate equal, at steady state, to its rate of supply ($I/2F$) which is $\Lambda$ times smaller than the rate of consumption of the catalytic reactant, for example, atomic O originating from the gas phase [23].

Figure 50 shows the validity of the sacrificial promoter concept for the galvanostatic transient in Fig. 47, by presenting O$_2$ TPD (Fig. 50b) and cyclic voltammetric (Fig. 50c) spectra obtained at times corresponding to those of the NEMCA galvanostatic transient of C$_2$H$_4$ oxidation (Fig. 47), under high vacuum conditions. One clearly observes, both with TPD and with cyclic voltammetry, the Faradaic introduction, over a time period $2FN_{C}/I$ (where $N_{C}$ is the catalyst surface area expressed in moles and thus $2FN_{C}/I$ is the time required to form a monolayer of O$^{2-}$ on the catalyst surface), of a second (backspillover) strongly bonded oxygen species on the Pt catalyst surface which displaces the normally chemisorbed oxygen state to lower desorption temperatures. This displacement, which results from strong repulsive lateral interactions, between O$^{2-}$ and more covalently bonded atomic oxygen [23] causes the observed pronounced enhancement in the catalytic rate. The backspillover O$^{2-}$ state acts as a sacrificial promoter. This molecular picture has been recently confirmed by the use of $^{18}$O$_2$ TPD [41].
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\[ r_0 = 1.5 \times 10^{-8} \text{ mol O/s} \]
\[ \Delta r = 38.5 \times 10^{-8} \text{ mol O/s} \]
\[ I/2F = 5.2 \times 10^{-12} \text{ mol O/s} \]
\[ r_{\text{max}} = 26 \]
\[ L_{\text{max}} = 74000 \]
\[ N_0 = 4.2 \times 10^{-9} \text{ mol Pt} \]
\[ 2FNG/I = 800 \text{ s} \]

Strongly bonded O backspillover state consumed over a period \( T_{\text{OF max}}/\Lambda \)

Strongly bonded backspillover state gets populated at a rate \( I/2F \).
Catalytic rate is 99% due to weakly bonded state
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Fig. 50 NEMCA and its origin on Pt/YSZ catalyst electrodes [23]. Transient effect of the application of a constant current (a,b) or constant potential \( U_{WR} \) (c) on (a) the rate, \( r \), of \( C_2H_4 \) oxidation on Pt/YSZ (also showing the corresponding \( U_{WR} \) transient), (b) the \( O_2 \) TPD spectrum on Pt/YSZ after current (\( I = 15 \mu \text{A} \)) application for various times \( t \), and (c) the cyclic voltammogram of Pt/YSZ after holding the potential at \( U_{WR} = 0.8 \text{ V} \) for various times \( t \). (Reprinted with permission from Ref. 23, Copyright 2001 by Kluwer/Plenum Publishers).
2.10 Promotional Rules in Catalytic and Electrocatalytic Systems

In recent years, and starting from electrochemical promotion studies [23], certain rules have been extracted for the selection of promoters for catalytic and electrocatalytic systems.

From Eq. (86), one can study the dependence of catalytic reactions on catalyst work function. Four types of rate-work function dependence have been identified experimentally, that is, electrophobic ($\partial r/\partial \Phi > 0$), electrophilic ($\partial r/\partial \Phi < 0$), volcano (where the rate exhibits a maximum with varying $\Phi$) and inverted volcano type, where the rate exhibits a minimum with varying $\Phi$ (Fig. 52).
There exist rules which allow one to predict the type to which a given catalytic reaction belongs on the basis of the reaction kinetics with respect to the electron acceptor (A) or electron donor (D) reactants [23, 27]. The latter are defined operationally by the sign of the change induced in catalyst-electrode work function change (versus a reference electrode) for a particular reaction. The rules are based on the relationship between the work function change and the reaction rate and are described in terms of the work function change and the reaction rate constant. The rules are illustrated in Fig. 52, which shows the relationship between the work function change and the reaction rate constant for different types of electrochemical promotion behavior: (a) electrophobic, (b) electrophilic, (c) volcano type, and (d) inverted volcano type. The figures show the effect of catalyst potential on the rate of reaction, with different reaction mechanisms and conditions. The figures also demonstrate the use of the dimensionless catalyst potential parameter, which is defined as $\Pi = \frac{F U_{\text{WR}}}{RT} = \frac{\Delta \Phi}{k_0 T}$. (Reprinted with permission from Ref. 23, Copyright 2001 by Kluwer/Plenum Publishers).
Effective double-layer model–predicted electrochemical promotion behavior: (a) electrophobic, (b) electrophilic, (c) volcano type, and (d) inverted volcano type [23], showing the dependence of catalytic rate and corresponding coverages of the electron donor (D) and electron acceptor (A) reactants on catalyst-electrode potential, work function, and dimensionless potential \( \Pi = \frac{eU_{WR}}{k_B T} \). One observes the transition between the four promotional behaviors upon varying the equilibrium adsorption constants \( k_A \) and \( k_D \).

(Reprinted with permission from Ref. 23, Copyright 2001 by Kluwer/Plenum Publishers).
function, \( \Phi \), by the adsorption of a reactant. In the case of an electron acceptor (A, e.g., \( \text{O}_2 \)), it is \( \partial \Phi / \partial \theta_A > 0 \), whereas in the case of an electron donor (D, e.g., \( \text{C}_2\text{H}_4 \)), it is \( \partial \Phi / \partial \theta_D < 0 \) [23, 27].

These rules have recently been shown to apply to supported heterogeneous catalysts as well, owing to the thermally induced spillover of ions from the support to the metal/gas interface [23] and concomitant establishment of an EDL at the metal–gas interface [23, 27]. According to these rules, a reaction is electrophobic (\( \partial r / \partial \Phi > 0 \)) when \( \partial r / \partial p_D > 0 \) and \( \partial r / \partial p_A \leq 0 \) and electrophilic (\( \partial r / \partial \Phi < 0 \)) when \( \partial r / \partial p_D \leq 0 \) and \( \partial r / \partial p_A > 0 \). In the former case the rate is enhanced with electronegative promoters, whereas in the latter case it is enhanced with electropositive promoters.

Electrophobic and electrophilic catalytic reactions are similar to electrocatalytic oxidations and reductions, respectively, since in the cases of electrophobic catalytic reaction and electrocatalytic oxidations the rate increases with increasing potential, whereas in the case of electrophilic catalytic reactions or electrocatalytic reductions the rate increases with decreasing potential.

One can use the EDL isotherm [23, 27]:

\[
k_j p_j = (\theta_j / (1 - \theta_j)) \exp(-\lambda_j \Pi) \tag{88}
\]

which is mathematically equivalent to the Frumkin isotherm, Eq. (7), where \( \lambda_j \) (±0.1–0.5) are the partial charge-transfer parameters of the reactants in the adsorbed state [23] and \( \Pi = \Delta \Phi / k_B T = e \Delta U / k_B T \), to derive analytical mathematical expressions for catalytic promotional kinetics [23]. Thus, for the case of surface reaction rate control the corresponding expression is:

\[
r = \frac{k_R k_A k_D p_D p_A \exp[(\lambda_D + \lambda_A) \Pi]}{[1 + k_D p_D \exp(\lambda_D \Pi) + k_A p_A \exp(\lambda_A \Pi)]^2} \tag{89}
\]

where \( k_R = k_0 \exp(\lambda_R) \) and \( \lambda_R \) is the partial charge-transfer parameter of the transition state. Figure 52 shows plots of Eq. (89) for different values of \( k_D \) and \( k_A \) and shows the transition from electrophobic to electrophilic to volcano type and to inverted volcano type behavior by simply varying the values of the adsorption equilibrium constants \( k_D \) and \( k_A \).

The above rules can also help rationalize some of the key observations in electrocatalytic systems of great theoretical and practical importance. The example of CO oxidation on Pt in aqueous solutions is quite illustrative: It is well established [117] that the activity of Pt(111) increases dramatically in the sequence \( \text{Br}^- \ll \text{HClO}_4 \ll \text{NaOH} \) or KOH and the oxidation ignition starts at 1.1, 0.92, and 0.65 V (versus RHE) [117]. In the latter case (0.1 M KOH), the onset of the preignition starts at 0.25 V (versus RHE), that is, in the H upd potential region. The CO oxidation proceeds via reaction between adsorbed CO and OH\(^-\) in a Langmuir–Hinshelwood (L–H)-type mechanism. This implies that in alkaline solutions adsorbed OH can exist even at potentials below 0.25 V (versus RHE).

In view of the fact that in this low-potential region the surface is predominantly covered by CO with very small coverage of the electron acceptor surface oxygen species, this L–H reaction is, by definition, electrophilic and is thus expected to be promoted by electron donor species, such as Na\(^+\) present at the OHP, as experimentally observed [117].
Conversely, the presence of adsorbed $U_{WR}^0$ of HClO$_4^-$ ions is expected to further hinder the adsorption of the rate-limiting oxygen-containing reactant, further poisoning the reaction, as also experimentally observed [117].

Thus, in view of the fact that in the CO oxidation system in aqueous solutions CO has significantly lower electron acceptor character than coadsorbed oxygen, that is, it behaves operationally as the electron donor reactant which is more strongly bound to the surface, it follows that the addition of electropositive promoters (e.g., NaOH) or the alloying of Pt with metals which lowers its work function, will enhance the rate, in agreement with experiment. These observations strongly underlie the close similarity of electrocatalytic and catalytic reactions. Similar to heterogeneous catalysis, metal alloying, such as Pt$_3$Sn, leads to both ligand (electronic) and bifunctional effects [9, 117] which can act cooperatively to enhance the electrocatalyst performance.

2.11 Concluding Remarks

The urgent need to develop more efficient fuel cell anodes and cathodes has brought the electrochemical, catalytic, and surface science communities closer than ever before and has made electrocatalysis a rapidly growing field both in experimental new findings and in theoretical understanding. It is very likely that the rapid advances in catalyst and electrocatalyst nanoparticle preparation and characterization [10], together with the utilization of new powerful in situ techniques, such as electrochemical nuclear magnetic resonance (NMR) [216] in conjunction with the rapidly developing theoretical and computational methods [89] will soon become valuable tools not only for a better fundamental understanding of electrocatalysis but also for the design of more efficient practical electrocatalysts.
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Electrochemical deposition involves (1) electrodeposition (Sects 3.1, 3.2, and 3.5.2), (2) electroless deposition (Sects 3.3 and 3.5.3), and (3) displacement deposition (Sect. 3.4). The structure and properties of the deposits are the subject of Sect. 3.6. The applications of electrochemical deposition in modern electrochemical technology are discussed in Sects 3.7 and 3.8.

3.1 Electrodeposition

3.1.1 Introduction

Electrodeposition of metals involves the reduction of metal ions from aqueous, organic, and fused-salt electrolytes. The reduction of metal ions $M^{z+}$ in aqueous solution is represented by

$$M^{z+}_{\text{solution}} + ze^{-} \rightarrow M_{\text{lattice}} \quad (1)$$

where $z$ is the number of electrons ($e$).

A simplified representation of the electrodeposition process, Eq. (1), is

$$M^{z+}_{\text{solution}} \rightarrow M^{z+}_{\text{lattice}} \quad (2)$$

since a metal may be considered a fixed lattice of positive ions permeated by a gas of free electrons [1]. According to this representation, a metal ion $M^{z+}$ is transferred from the solution into the ionic metal lattice. This process is accompanied by the transfer of $z$ electrons ($e$) from an external electron source (power supply) to the electron gas in the metal M [1, 2].

The overall reaction, Eq. (1), may take place in a number of steps or partial reactions. There are four possible partial reactions: charge transfer, mass transport, chemical reaction, and crystallization. Charge-transfer reactions involve the transfer of charge carriers (ions or electrons) across the double layer. This is the basic deposition reaction. The charge-transfer reaction is the only partial reaction directly affected by the electrode potential. In mass transport processes, the substances consumed or formed during the electrode reaction are transported from the bulk solution to the interphase (double layer) and from the interphase to the bulk solution. This mass transport takes place by diffusion. Chemical reactions involved in the overall deposition process can be homogeneous reactions in the solution and heterogeneous reactions at the surface. The rate constants of chemical reactions are independent of the potential. In crystallization partial reactions, atoms are either incorporated into or removed from the crystal lattice.
The slowest partial reaction is rate determining for the total overall reaction.

Section 3.1.2 discusses metal/metal-ion interphase at equilibrium; Sect. 3.1.3 discusses the relationship between current and potential; Sect. 3.1.4 describes the atomistic aspects of electrodeposition and Sect. 3.1.5 presents the techniques for studying deposition processes.

3.1.2 Metal/Metal-ion (M/M^{z+}) Interphase at Equilibrium

Here we consider a metal M immersed in the aqueous solution of its salt MA. In this case, both the phases, metal and the ionic solution, contain M^{z+} ions. Thus, there will be an exchange of metal ions M^{z+} between the two phases at the metal–solution interface (physical boundary) (Fig. 1).

Let us assume that conditions are such that more M^{z+} ions leave than enter the crystal lattice. In this case, there is an excess of electrons on the metal and the metal acquires negative charge, \( q_M^- \) (charge on the metal per unit area). In response to the charging of the metal side of the interface, there is a rearrangement of charges on the solution side of the interface. The negative charge on the metal attracts positively charged M^{z+} ions from the solution and repels negatively charged A^{z-} ions. The result of this is an excess of positive M^{z+} ions in the solution in the vicinity of the metal interface. If the number per square centimeter of ionic species \( i \) in the bulk of solution is \( n_i^b \) and the number per square centimeter of these species in the interphase is \( n_i \), then the excess charge of ionic species in the interphase is

\[
\Delta n_i = n_i - n_i^b
\]  

Thus, in this case the solution side of the interphase acquires an opposite and equal charge, \( q_S^+ \) (the charge per unit area on the solution side of the interphase). At the dynamic equilibrium, the interphase region is neutral

\[
q_M = -q_S
\]

and the same number of M^{z+} ions enter, \( \vec{n} \), and the same number of M^{z+} ions leave the crystal lattice, \( \vec{n}^\prime \), (Fig. 1)

\[
\vec{n} = \vec{n}^\prime
\]

In the general case of a metal/metal-ion electrode, a metal M is in equilibrium with its ions in the solution

\[
M^{z+} + ze \leftrightarrow M
\]

The reaction from left to right consumes electrons and is called reduction. The reaction from right to left liberates electrons and is called oxidation.

The next question is how the excess charges \( q_M \) and \( -q_S \) are distributed on the metal and solution sides of the interphase.

---

**Fig. 1** Metal/metal-ion interphase at equilibrium: an equal number of metal ions M^{z+} crossing in both directions across the metal/solution interphase.
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These topics are discussed in Chapter 3, Volume 1. The potential difference across the interphase is \( \Delta \Phi(M, S) = \Phi_M - \Phi_S \). This potential difference cannot be measured directly (see Chapter 1 in Volume 1). The electrode potential \( E \) of the metal/metal-ion electrode (with respect to the reference electrode) depends on the concentration (more exactly, the activity) of the metal ions \( M^{z+} \) in solution according to the Nernst equation

\[
E = E^0 + \frac{RT}{zF} \ln[M^{z+}]
\]  

(7)

where \( R, T, z, \) and \( F \) are the gas constant, absolute temperature, number of electrons involved in reaction (6), and Faraday’s constant (96 500 C), respectively. The square brackets \([\cdot] \) in general, signify activity of the species inside the brackets; when the concentration of the solution is low, for example, 0.001 M or lower, the activity in \([\cdot] \) can be replaced by the concentration in moles per liter (the relationship between concentration and activity is discussed in Volume 1). When the activity of \( M^{z+} \) in the solution is equal to 1, then from Eq. (7) it follows that (since \( \ln 1 = 0 \))

\[
E = E^0, [M^{z+}] = 1
\]  

(8)

where \( E^0 \) is the relative standard electrode potential of the \( M/M^{z+} \) electrode.

Converting the natural logarithm into decimal logarithm, Eq. (7) yields

\[
E = E^0 + 2.303 \frac{RT}{zF} \log[M^{z+}]
\]  

(9)

The quantity \( RT/F \) has the dimensions of voltage and at 298 K (25 °C) has the value \( (RT/F) = 0.0257 \) V and the quantity 2.303 \( (RT/F) = 0.0592 \) V. With these values, Eq. (9) becomes

\[
E = E^0 + \frac{0.0592}{z} \log[M^{z+}]
\]  

(10)

\( E^0 \) can be determined by plotting \( \log[M^{z+}] \) against \( E \) and extrapolating to \( [M^{z+}] = 1 \).

3.1.3 Electrode Potential Departs from Equilibrium: Overpotential

When an electrode is made a part of an electrochemical cell through which current is flowing, its potential will differ from the equilibrium potential. If the equilibrium potential of the electrode (potential in the absence of external current) is \( E \) and the potential of the same electrode as a result of external current \( I \) flowing is \( E(I) \), then the difference \( \eta \) between these two potentials

\[
\eta = E(I) - E
\]  

(11a)

is called overpotential. In terms of \( \Delta \Phi \)

\[
\eta = \Delta \Phi(I) - \Delta \Phi_{eq}
\]  

(11b)

The overpotential \( \eta \) is required to overcome the hindrance of the overall electrode reaction, which is usually composed of the sequence of partial reactions. There are four possible partial reactions, as described in Sect. 3.1.1 and, thus, four types of rate control: charge transfer, diffusion, chemical reaction, and crystallization. Four different kinds of overpotential are distinguished and the total overpotential \( \eta \) can be considered to be composed of four components

\[
\eta = \eta_{ct} + \eta_{d} + \eta_r + \eta_c
\]  

(12)

where \( \eta_{ct}, \eta_d, \eta_r, \) and \( \eta_c \) are, as defined above, charge-transfer, diffusion, chemical reaction, and crystallization overpotentials, respectively.

We first consider the case in which the charge transfer is the slow step. In this case, the rate of the electrode reaction is determined by the charge-transfer overpotential, \( \eta = \eta_{ct} \). It is assumed here that
other processes, such as mass transport, are fast steps.

Work on the development of the modern theory of the charge-transfer overpotential started when Eyring and Wynne-Jones and Eyring formulated the absolute rate theory on the basis of statistical mechanics [3, 4]. This expresses the rate constant $k$ of a chemical reaction in terms of the activation energy $\Delta G^\ne$, Boltzmann’s constant $k_B$ and Planck’s constant $h$

$$k = \frac{k_B T}{h} \exp\left(-\frac{\Delta G^\ne}{RT}\right)$$

(13)

where $R$ and $T$ are the gas constant and absolute temperature, respectively.

For an electrochemical reaction, the rate and the rate constant depend on electrode potential $E$, specifically, the potential difference across electrode–solution interphase $\Delta \Phi$ through the electrochemical activation energy $\Delta G^\ne_{ec}$. Thus, the central problem here is to find the function

$$\Delta G^\ne_{ec} = f(E)$$

(14)

It is not possible at present to evaluate this function theoretically. The system is too complicated. An approximate solution is possible if we assume that $\Delta G^\ne_{ec}$ can be separated into two parts

$$\Delta G^\ne_{ec} = \Delta G^\ne_{pin} + \Delta G^\ne_{pd}$$

(15)

where $\Delta G^\ne_{pin}$ and $\Delta G^\ne_{pd}$ are the potential-independent and the potential-dependent parts of the electrochemical activation energy, respectively. The potential-dependent part of the activation energy $\Delta G^\ne_{pd}$ can be estimated (approximated) by the introduction of the transfer coefficient $\alpha$, which was introduced in 1930 by Erdey-Gruz and Volmer [5]. With this approximation, the potential-dependent contribution for the reduction reaction is $\alpha z F \Delta \Phi$ where $\alpha$ is in the range from 0 to 1 and is often 0.5 (symmetric energy barrier). For the reverse reaction, oxidation, the potential-dependent contribution is $(1 - \alpha)z F \Delta \Phi$. The substitution of these values into Eq. (15) yields $\Delta G^\ne_{ec} = f(E)$ for the reduction and the oxidation processes. Using these values for the electrochemical activation energy and equations for expressing the rate of electrochemical reaction in terms of the current density $i$ (in amperes per square centimeter), one gets the current–potential relationship for the partial reactions [1]. Thus, the cathodic partial current density is

$$\vec{i} = i_o \exp(-\alpha z F \eta/RT)$$

(16)

and the anodic partial current density is

$$\vec{i} = i_o \exp((1 - \alpha)z F \eta/RT)$$

(17)

where $i_o$ is the exchange current density, one of the most important parameters of electrochemical kinetics.

When an electrode is at equilibrium, the equilibrium partial current densities $\vec{i}$ and $\vec{i}$ are equal and they are designated by one symbol, $i_o$. This equality on an atomic scale means that a constant exchange of charge carriers (electrons or ions) takes place across the metal–solution interphase (Fig. 1). When the interphase is not in equilibrium, a net current density $i$ flows through the electrode (the double layer). It is given by the difference between the anodic partial current density $\vec{i}$ (a positive quantity) and the cathodic partial current density $\vec{i}$ (a negative quantity):

$$i = \vec{i} - \vec{i}$$

(18)

Figure 2 illustrates the metal/metal-ion electrode in nonequilibrium state. From Eqs (16–18), we get the Butler–Volmer
This equation gives the relationship between the current density \( i \) and the charge-transfer overpotential \( \eta \) in terms of two parameters, the exchange current density \( i_0 \) and the transfer coefficient \( \alpha \). Figure 3 shows the variation of the partial current densities and the net current density with overpotential. It can be seen that for large departures from the equilibrium potential, large \( \pm \eta \) values, the partial current densities approach the net current density \( i \). For large positive values of overpotential, \( \bar{i} \approx i \); and for large negative values of overpotential, \( \overline{\bar{i}} \approx i \). The double exponential Butler–Volmer equation has two limiting forms.

### 3.1.3.1 High-overpotential Approximation

#### 3.1.3.1.1 Large Cathodic Current

For these conditions Eq. (19) can be simplified. Analysis of Eq. (19) shows that when \( \eta \) becomes more negative, the first exponential term in the equation (corresponding to the anodic partial current) decreases, while the second exponential term (corresponding to the cathodic partial reaction) increases. Under these conditions, the smaller term \( \exp[-\alpha z F \eta/RT] \) can be neglected, yielding an approximate form which is essentially single exponential Eq. (17).

Thus, there is an exponential relationship between \( i \) and high values of \( \eta \), usually greater than 0.10 V. Taking the logarithm of both sides of Eqs (16 and 17) and expressing \( \eta \) as a function of the current density, we have

\[
\eta = a \pm b \log |i|
\]  

(20)

where the \( \pm \) sign holds for anodic and cathodic processes, respectively. It should be noticed that the theoretical values of the constants \( a \) and \( b \) are different for the two processes [1]. The linear relationship...
The variation of partial current densities (----) and the net current density (—) with overpotential $\eta$.

between $\eta$ and log $i$ was experimentally established in 1905 by Tafel [6].

The experimentally determined cathodic and anodic Tafel lines for the electrodeposition of copper in acid copper sulfate solution are given in Fig. 4. Data presented in Fig. 4 can be used to evaluate the Tafel slope $b$ (Eq. (20) for the deposition and dissolution of copper. From the cathodic polarization curve, we obtain the Tafel slope $b$ as

$$b = \frac{\Delta \eta}{\Delta \log |i|} = \frac{\Delta \eta}{\Delta \log |i|} = 125 \quad \text{(21)}$$

Fig. 4  Linear relationship between $i$ and $\eta$ for the electrodeposition of Cu from CuSO$_4$–H$_2$SO$_4$ solution (from Ref. 7 with permission from the Electrochemical Society).
and for the anodic polarization curve

\[ \bar{b} = \frac{\partial \eta}{\partial \log |i|} = \frac{\Delta \eta}{\Delta \log |i|} = 50 \]  

(22)

3.1.3.2 Low-overpotential Approximation

Under these conditions, the exponentials in the Butler–Volmer equation (19) can be approximated using a power series, and taking only the first-order terms in \( \eta \), we get

\[ i = i_o (zF/RT) \eta \]  

(23)

or

\[ i = i_o f \eta \]  

(24)

where \( f = F/RT \).

Thus, for small values of \( \eta \), less than about 0.01 V, when the electrode potential is near the reversible potential, the current varies linearly with the overpotential.

3.1.3.3 Influence of Mass Transport on Electrode Kinetics

The current–potential relationships defined by Eqs (16, 17, and 19) are valid for the case in which the charge transfer is the slow process (rate-determining step, RDS). This relationship has a limit where the rate of deposition reaction is limited by the transport of \( M^{z+} \) ions. A general current–potential relationship is shown in Fig. 5. The limiting diffusion current density \( i_L \), or maximum current density, is given by

\[ i_L = \frac{(nFD/\delta)c_b}{ } \]  

(25)

where \( D \) is the diffusion coefficient of the depositing species \( M^{z+} \), \( c_b \) is the bulk concentration of \( M^{z+} \) ions in the solution, \( \delta \) is the diffusion-layer thickness, \( n \) is the number of electrons involved in the reaction, and \( F \) is the Faraday’s constant. The diffusion-layer thickness \( \delta \) is defined by the Nernst diffusion layer model illustrated in Fig. 6. This model assumes that the concentration of \( M^{z+} \) ions has a bulk concentration \( c_b \) up to a distance \( \delta \) from the electrode surface and then falls off linearly to \( c_x = 0 \) at the electrode surface. In this model, it is assumed that the liquid layer of thickness \( \delta \) is practically stationary (quiescent). At a distance greater than \( \delta \)

![Fig. 5 Four regions in the general current–overpotential relationship: 1 – linear, 2 – exponential, 3 – mixed control, and 4 – limiting current density region.](image)
from the surface, the concentration of the reactant \(M^{z+}\) is assumed to be equal to that in the bulk. At this distance, \(x > \delta\), stirring is efficient. Ions \(M^{z+}\) must diffuse through the diffusion layer to reach the electrode surface.

At the value of the limiting (maximum) current density, the species \(M^{z+}\) are reduced as soon as they reach the electrode. At these conditions, the concentration of the reactant \(M^{z+}\) at the electrode is nil and the rate of deposition reaction is controlled by the rate of transport of the reactant \(M^{z+}\) to the electrode. If an external current greater than the limiting current \(i_L\) is forced through the electrode, the double layer is further charged, and the potential of the electrode will change until some process other than the reduction of \(M^{z+}\) can occur.

3.1.3.4 **Underpotential Deposition**

We have seen earlier that metal M will be deposited on the cathode from the solution of \(M^{n+}\) ions if the electrode potential \(E\) is more negative than the Nernst potential of the electrode M/M\(^{n+}\). However, it is known that in many cases metal M can be deposited on a foreign substrate S from a solution of \(M^{n+}\) ions at potentials more positive than the Nernst potential of M/M\(^{n+}\). This electrodeposition of metals is termed *underpotential deposition* (UPD). Thus, in terms of the actual electrode potential \(E\) during deposition and the Nernst equilibrium potential \(E(M/M^{n+})\) and their difference \(\Delta E = E - E(M/M^{n+})\), we distinguish two types of electrodeposition.

1. Overpotential deposition (OPD)

\[ E < E(M/M^{n+}), \quad \Delta E < 0 \]  \hspace{1cm} (26)

2. Underpotential deposition (UPD)

\[ E > E(M/M^{n+}), \quad \Delta E > 0 \]  \hspace{1cm} (27)
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UPD is discussed in detail in Chapter 6 in Volume 1.

3.1.4 Atomistic Aspects of Electrodeposition

Atomistic processes that constitute the electrodeposition process, Eqs (1 and 2), can be seen by presenting the structure of the initial, $M^{z+}$ (solution), and the final, $M^{z+}$ (lattice), states. Since metal ions in the aqueous solution are hydrated, the structure of the initial state in Eq. (2) is represented by $[M(H_2O)_x]^{z+}$. The structure of the final state is the $M$ adion (atom) at the kink site (Fig. 7), since it is generally assumed that atoms (ions) are attached to the crystal via a kink site [1] (see Chapter 4.1 in Volume 2). Thus, the result of the ion transfer is an $M$ adion in the metal crystal lattice. In the first case, a direct transfer to the kink site, the $M$ adion is in the half-crystal position, where it is bonded to the crystal lattice with one-half of the bonding energy of the bulk ion. Thus, the $M$ adion belongs to the bulk crystal. However, it still has some water of hydration (Fig. 8). In the second case, a direct transfer to the step-edge site other than kink, the transferred metal ion diffuses along the step edge until it finds a kink site (Fig. 8).

Thus, in a step-edge site transfer mechanism, there are two possible paths: direct transfer to a kink site and the step-edge diffusion path.

3.1.4.1 Step-edge Ion-transfer Mechanism

The step-edge site ion transfer, or direct transfer mechanism, is illustrated in Fig. 8. It shows that in this mechanism ion transfer from solution (OHP, outer Helmholtz plane of the double layer; see Chapter 3 in Volume 1) takes place on a kink site of a step edge or on any other site on the step edge. In both the cases, the result of the ion transfer is an $M$ adion in the metal crystal lattice. In the first case, a direct transfer to the kink site, the $M$ adion is in the half-crystal position, where it is bonded to the crystal lattice with one-half of the bonding energy of the bulk ion. Thus, the $M$ adion belongs to the bulk crystal. However, it still has some water of hydration (Fig. 8). In the second case, a direct transfer to the step-edge site other than kink, the transferred metal ion diffuses along the step edge until it finds a kink site (Fig. 8).

Thus, in a step-edge site transfer mechanism, there are two possible paths: direct transfer to a kink site and the step-edge diffusion path.

3.1.4.2 Terrace Ion-transfer Mechanism

In the terrace site transfer mechanism, a metal ion is transferred from the solution...
(OHP) to the flat surface of the terrace region (Fig. 9). At this position, the metal ion is in the adion (adsorbed-like) state having most of its water of hydration. It is weakly bound to the crystal lattice. From this position, it diffuses on the surface and loses some water of hydration, seeking a position of lower energy. The final position is a kink site.

In view of these two mechanisms, the step-edge and terrace ion transfer, it is clear that the basic factors in determining the kinetics and mechanism of the deposition process and the morphology of deposit are the atomic structure of the surface, the population density of the surface defects (dislocations, growth edges, kinks, and vacancies) and adsorbed species, and the electronic structure of surfaces (Ref. 1; Chapter 4 in Volume 2).

The initial theoretical treatment of these mechanisms of deposition was given by Lorenz [6, 8–10]. The initial experimental studies on surface diffusion were published by Mehl and Bockris [7, 11]. Conway and Bockris [12, 13] calculated activation energies for the ion-transfer process of various surface sites. The simulation of
3.1 Electrodeposition

3.1.5 Techniques for the Study on Electrode Processes

The study of the charge-transfer processes, free from the effects of mass transport, is possible by the use of transient techniques. In the simplest transient techniques, the interface at equilibrium is abruptly changed from an equilibrium state to a steady state characterized by a new potential difference \( \Delta \Phi \). This abrupt change is imposed by applying either (1) the constant current, galvanostatic transient technique or (2) the constant potential, potentiostatic transient technique. The study of transient processes utilizes the three-electrode cell design (Fig. 10).

3.1.5.1 Galvanostatic Transient Technique

In the galvanostatic technique, the current between the test electrode and the auxiliary (counter) electrode is held constant with a current source (galvanostat) and the potential between the test electrode and the reference electrode is determined as a function of time. The potential is the dependent variable, which is recorded with a suitable recording system such as recorders or oscilloscopes.

The input signal and the response to the signal are compared in Fig. 11. The response function \( E_i = f(t) \) shows that a certain time \( t_1 \) is necessary to reach a potential \( E_i \) when the electrode reaction begins at a measurable rate. When a constant current is applied, the current (electron flow) is used for (1) charging the double-layer capacitance \( C_{dl} \) up to the potential at which the electrode reaction can proceed with a measurable velocity and (2) electrode reaction (charge transfer). Thus, the total galvanostatic current density \( i_g \) is given by

\[
i = i_{dl} + i_{ct}
\]

(29)
where \( i_{dl} \) is the capacitive and \( i_{ct} \) is the faradaic current (charge transfer).

The first process after applying a current is charging the double-layer capacitance, \( C_{dl} \), from the reversible potential \( E \) up to the potential \( E_i \) when the electrode reaction begins at a measurable rate. The time necessary to charge capacitor \( C_{dl} \) is in the range of microseconds. Thus, in the galvanostatic transient technique the duration of the input current density pulse is of the order of milliseconds (ms). From a series of measurements of \( E_i \) for a set of \( i \) values, one can construct the current–potential relationship for an electrochemical process. Figure 4 was constructed in this way.

### 3.1.5.2 Potentiostatic Transient Technique

In the potentiostatic technique, the potential of the test electrode is controlled, while the current, the dependent variable, is measured as a function of time. The potential difference between the test electrode and the reference electrode is controlled by a potentiostat.
3.2 Nucleation and Growth

3.2.1 Introduction

In Sect. 3.1.4, we presented atomistic processes in the transition of an individual metal ion from the solution to a position in a metal crystal lattice.

In this section, we discuss the building of a stable metal crystal lattice from a sequence of a number of individual atomistic steps. The building of a metal crystal lattice involves two groups of processes: (1) nucleation and growth of surface nuclei and (2) formation of coherent deposit. The first group includes the formation and growth of adion clusters and nucleation of surface nuclei. The formation of a coherent deposit may proceed by two basic mechanisms: layer growth and nucleation-coalescence growth. All these processes are influenced by the presence of additives in the solution.

Theoretical and experimental studies of the initial stages of building of a metal crystal lattice introduced a major advancement in the interpretation of the deposition processes and resulted in a series of new models [1, 16]. Experimental studies include applications of in situ surface analytical methods [17–21], including scanning tunneling microscopy (STM) and atomic force microscopy (AFM).

Initial stages of electrocrystallization are discussed in Sect. 3.2.2, growth mechanisms are discussed in Sects 3.2.3 and 3.2.4, and the effect of additives on these processes are discussed in Sect. 3.2.5.

3.2.2 Nucleation and Growth of Surface Nuclei

An adion deposited on the surface of a perfect crystal stays on the surface as an adion only temporarily since its binding energy to the crystal is small. It is not a stable entity on the surface but it can increase its stability by the formation of clusters. The free energy of formation of a cluster of $N$ ions, $\Delta G(N)$, has two components (terms)

$$\Delta G(N) = -Nze/\eta + \Phi(N) \quad (30)$$

where the first term is related to the transfer of $N$ ions from solution to the crystal phase and the second term is related to the increase of the surface energy owing to the creation of the surface of a cluster. This increase of the surface energy, or this excess energy, is equal to the difference of the binding energies of $N$ bulk ions and $N$ ions as arranged on the surface of the crystal.

Both the terms in Eq. (30) are functions of the size of the cluster $N$. The first term increases linearly with $N$ and the second increases as $N^{2/3}$. The dependence of the energy of formation of a cluster $\Delta G(N)$ on the number of adions $N$ in a 2D cluster is shown in Fig. 13. It can be seen that $\Delta G$ increases initially, reaches a maximum, and then decreases with increasing $N$. At the maximum the cluster size is $N_c$. The size of the critical nucleus $N_c$ (the number of atoms in the cluster) in two-dimensional (2D) nucleation is given by

$$N_c = S_e/ze\eta \quad (31)$$
where $b$ is the factor relating the surface area $S$ of the nucleus to its perimeter $P$ ($b = P^2/4S$; $b = \pi$ for a circular nucleus), $s$ is the area occupied by an atom on the surface of the nucleus, and $\varepsilon$ is the edge energy. For Ag nuclei, using Eq. (31) one calculates that the $N_c$ at $\eta = 5$, 10, and 25 mV is 128, 32, and 5, respectively ($S = 6.55 \times 10^{-16}$ cm$^2$, $\varepsilon = 2 \times 10^{-13}$ J cm$^{-1}$, $z = 1$, and $e = 1.602 \times 10^{-19}$ C). Thus, $N_c$ strongly depends on the overpotential; it is inversely proportional to $\eta^2$. The critical radius of the surface nucleus $r_c$ is a function of the overpotential

$$r_c = s\varepsilon/ze\eta$$

(32)

For Ag ($r = 1.444$ Å), the critical radius $r_c$ at $\eta = 5$, 10, and 25 mV is 16.35, 8.18, and 3.27 Å, respectively.

The spontaneous growth of clusters is possible after the maximum $\Delta G$ is reached. This critical cluster is the nucleus of the new phase and it is characterized by equal probability for growth and dissolution. The growth of clusters before a maximum is reached, and when average $\Delta G$ is increasing, is due to statistical energy fluctuations, which allow local higher values of $\Delta G$, beyond the maximum [22].

Kolb et al. [18, 23, 24] formed nanoclusters of Cu on Au substrate by depositing Cu from solution onto the STM tip and subsequently transferring Cu from the tip to the substrate by an appropriate tip approach (Fig. 14). This technique can be fully automated and used for the fabrication of a variety of products in nano-electrochemical technology (e.g. conductors in microelectronics).

### 3.2.2.1 Nucleation of Surface Nuclei

The nucleation law for a uniform probability with time $t$ of conversion of a site on the metal electrode into nuclei is given by

$$N = N_0[1 - \exp(-At)]$$

(33)

where $N_0$ is the total number of sites (the maximum possible number of nuclei on unit surface) and $A$ is the nucleation rate constant. This equation represents the first-order kinetic model of nucleation. The rate of 2D nucleation $J$ is given by

$$J = k_1 \exp\left[-b\varepsilon^2/ze\kappa T\eta\right]$$

(34)

where $k_1$ is the rate constant; $b$, the geometric factor depending on the shape of the 2D cluster, Eq. (32); $s$, the area occupied by an atom on the surface of the cluster; $\varepsilon$, the specific edge energy; $k$, the Boltzmann’s constant; the other symbols have their usual meaning.
3.2 Nucleation and Growth

There are two limiting cases for Eq. (33) for the initial stages of nucleation (low \( t \) value). First, for a large nucleation constant \( A \), Eq. (33) reduces to

\[
N \approx N_0 \quad (35)
\]

indicating that all electrode sites are converted to nuclei instantaneously. Hence, this is referred to as **instantaneous nucleation**. Second, for small \( A \) and small \( t \), Eq. (33) reduces to

\[
N \approx AN_0t \quad (36)
\]

since the exponential term in Eq. (33) can be represented as a linear approximation \((-e^{-At} \approx -1 - At)\). In this case, the number of nuclei \( N \) is a function of time \( t \) and the nucleation is termed **progressive nucleation**.

It is possible to distinguish between these two modes of nucleation experimentally, for example, by the use of potentiostatic current–time transients (see Chapter 5 in Volume 2).

### 3.2.2.2 Growth of Surface Nuclei

In the initial stages of the growth of the nuclei, it can be assumed that nuclei grow independent of each other. This is valid only for the initial stages of growth. However, in the succeeding stages, it is necessary to consider the effect of the overlap between diffusion fields around growing nuclei [1]. The result of this overlap is the development of local

---

**Fig. 14** Schematic diagram for the transfer of electrodeposited Cu from a Cu-covered STM tip to the Au substrate during a tip approach (from Ref. 18 with permission from Elsevier Science Inc.).

**Fig. 15** Overlap of diffusion zones of cylindrical nuclei growing on a surface. Shaded regions, two zones overlapping; black region, three zones overlapping.
concentration and overpotential distribution in the neighborhood of the growing nuclei (clusters). Overlap areas are zones of reduced concentration and reduced nucleation rate (Fig. 15). Growing nuclei cannot grow freely in all directions since they will impinge on each other. The growth will stop at the point of contact, resulting in the limitation of the size of growth center. Theoretical analysis of potentiostatic current–time transients (Sect. 3.1.5) was used to formulate models of growth of surface nuclei [1, 25, 26]. For further discussion see Chapter 5 in Volume 2.

3.2.3 Layer Growth Mechanism

A schematic presentation of two basic mechanisms for the formation of a coherent deposit is shown in Fig. 16. In the layer growth mechanism, a crystal grows by the lateral spreading of discrete layers (steps) one after another across the surface. In this case, a growth layer, a step, is a structure component of a coherent deposit. Steps are structure components for the construction of a variety of growth forms in the electrodeposition of metals (e.g. columnar crystals, whiskers, fiber textures). We can distinguish between monoatomic steps, polyatomic microsteps, and polyatomic macrosteps.

3.2.3.1 Monoatomic Steps

Propagation of monoatomic steps (terraces) on the (111) Cu surface was monitored by AFM [20].

3.2.3.2 Microsteps

Propagation of copper microsteps on real surfaces of Pt was observed by Rynders and Alkire [27] using in situ AFM. They used the Pt single crystal as the substrate that was cut not exactly parallel to the (100) plane but with a misorientation of about 2°. This misorientation in cutting resulted in microsteps of 25 to 50 Å in height and terraces approximately 1 µ in length. Copper was electrodeposited from the CuSO₄/H₂SO₄ electrolyte. A sequence of potential (or current) pulses (10 ms to 10 s) was used to obtain a sequence of data that represents the initial growth processes. AFM images show that the
growth of copper on Pt(100) at 1 mA cm$^{-2}$ initiated along the largest of the steps and that the deposition rate was uniform along the step. At an intermediate current density, 10 mA cm$^{-2}$, deposit grew on all the steps. At current densities above 15 mA cm$^{-2}$, deposition occurred on both step and terrace sites.

Propagation of microsteps with a height of 30–100 Å (15–50 monoatomic layers) on a quasi-ideal surface of Ag was directly observed by Bostanov et al. using Nomarski differential contrast technique [28].

3.2.3.3 Macrosteps
Polyatomic macrosteps originate either from screw dislocations or from 3D nucleation. In the former case, steps are self-perpetuating and in the latter case, they are nucleation dependent. Macrosteps can be formed by the bunching of 1000 or more microsteps. There is, in general, the tendency of a large number of thin steps to bunch into a system of a few thick steps. Many monoatomic steps can unite (bunch, coalesce) to form a polyatomic step. Frank proposed the bunching mechanism to explain this process [29]. Bunching of steps is illustrated schematically in Fig. 17.

Wranglen observed using the optical microscope that a great many layers originate, one after the other, at growth centers [30]. At low current densities, a new layer does not start until the former has reached the edge of the crystal. At higher current densities, new layers are developed before the forerunners have reached their final size at the edge of the crystal. In this case, a great many layers propagate simultaneously. Damjanovic et al. observed in situ lateral and vertical growth of macrosteps using optical microscopy [31]. They found that the average velocity of the step motion is about $2 \times 10^{-6}$ cm s$^{-1}$ in the case of current density of 5 mA cm$^{-2}$ for the electrodeposition of Cu on Cu(100) single-crystal face from CuSO$_4$/H$_2$SO$_4$ solution. The average height of steps varies linearly with the thickness of the deposit ($2–12 \times 10^{-6}$ cm at 5 mA cm$^{-2}$ for the time of deposition of 9–35 min).

Giesen et al. reported an analysis of step fluctuations on a Cu(100) electrode in aqueous electrolyte using STM [19]. These fluctuations involve a rapid exchange of atoms along the steps, between neighboring steps, and on adjacent terraces. They determined the mass transport involved in the fluctuations as a function of the electrode potential.

3.2.3.4 Lateral Merging of Steps
Bertocci and Bertocci found that the principal mechanism for the formation of the defect clusters in the electrodeposition of Cu on single crystals is the interaction between steps laterally merging and annihilating [32]. Defect concentration tends to
increase when the misorientation is larger than a few degrees.

3.2.4 Nucleation-coalescence Growth Mechanism

In this case, the structure components are 3D crystallites, and a coherent deposit is built by the coalescence (joining) of these crystallites. As an example of nucleation-coalescence growth mechanism, we describe the nucleation and growth of electrodeposited gold on (111) surfaces of silver by means of electron microscopy. Dickinson et al. [33] found that growth from HAuCl₄−KCl solutions occurs by a nucleation mechanism and that in the first stage of deposition gold is in the form of very thin platelike isolated islands (or three-dimensional crystallites, TDCs). At this stage, the isolated nuclei or TDC had a population density of 4 × 10¹⁰ cm⁻² and the total surface coverage was about 22%. After this stage of isolated nuclei, further deposition leads to the coalescence of some of the TDCs into the form of elongated crystallites with a reduction in population to 1 × 10¹⁰ cm⁻². In the next stage, a linked network structure is formed, corresponding to a surface coverage of about 58%. The next structure can be described as a continuous deposit containing holes and channels. Further deposition leads to the filling of these holes and channels and a complete hole-free film is formed at a thickness of 80–100 Å.

Thus, the sequence of growth of electrodeposited gold by nucleation-coalescence mechanism has four stages: (1) formation of isolated nuclei and their growth to TDC, (2) coalescence of TDC, (3) formation of linked network, and (4) formation of a continuous deposit.

It is interesting to note that it was concluded in this work that the first few angstroms of deposit form an alloy layer. Another interesting and important conclusion in this work is that the sequence of growth of electrodeposits (at 20°C) is very similar to that of the evaporated deposits (at 250–300°C).

Three-dimensional epitaxial crystallites (TECs) were observed in the first stages of electrodeposition of copper [34] and nickel [35] on copper substrates. TEC of nickel formed on copper-film substrate from the nickel sulfate solutions in low concentrations are rectangular in shape with the edges having an average length of 1300 Å. The coherent deposit was formed by the growth and coalescence of TEC. The continuous deposit was observed when the average thickness was 20–50 Å.

3.2.4.1 Coalescence-induced Defects

The two most significant coalescence-induced defects are voids and dislocations. Nakahara [36] has shown by transmission electron microscopy that microscopic voids (<50 Å) are generated in electrodeposited Cu, Au, and Ni−P films at the boundaries between 3D crystallites during their coalescence. When the coalescing crystallites are misoriented with respect to each other, the coalescing boundaries are grain boundaries. Weil and Wu [37] have shown that misorientation (misalignment) between neighboring Ni crystallites generate dislocations.

3.2.4.2 Deposition of a Metal on a Foreign Metallic Substrate

In the industrial applications of metal deposition, a metal M is deposited either on the native metal substrate M or on a foreign metal substrate S. As an example of the former, Cu is electrodeposited on a Cu substrate formed by electroless Cu
deposition on an activated nonconductor in the fabrication of printed circuit boards. As an example of the latter, Ni is electrodeposited on Cu in the fabrication of contact pads in the electronics industry.

The mechanism of growth of metal M on a foreign metallic substrate S is determined by the two most important parameters: (1) the binding energy between M and M and M and S and (2) the crystallographic misfit between M and S.

Three mechanisms are possible in this case and they are related to the two above-mentioned parameters. The first mechanism is the TDC nucleation and growth or Volmer–Weber mechanism. This mechanism is operative when the binding energy between adions of metal M (M_{adi}) and the substrate M, \( \psi(M_{adi} - M) \), is larger than that between M_{adi} and metal S, \( \psi(M_{adi} - S) \)

\[
\psi(M_{adi} - M) \gg \psi(M_{adi} - S) \quad (37)
\]

In this case, the crystallographic misfit does not have any effect. The crystallographic misfit \( mf \) is defined by

\[
mf = \frac{a_S - a_M}{a_M} \quad (38)
\]

where \( a_S \) and \( a_M \) are the lattice spacing for the substrate S and deposit M respectively.

One common characteristic of mechanisms 2 and 3 is the relationship between the binding energies, and the difference is in the misfit.

Thus, if

\[
\psi(M_{adi} - S) \gg \psi(M_{adi} - M) \quad (39)
\]

we distinguish two types of mechanisms:

1. If \( a_S \approx a_M \), misfit is zero, the deposition mechanism is layer-by-layer or the Frank-Van der Merve growth mechanism.

2. If \( a_S \neq a_M \), misfit is present, positive or negative, then the growth proceeds by the Stranski-Krastanov mechanism, which is composed of two steps. In the first step, a 2D overlayer of M_{adi} on S is formed and in the second step TDCs grow on top of this predeposited overlayer (Fig. 18).

3.2.5 Effect of Additives

Most solutions used in the electrodeposition of metals and alloys contain one or more inorganic or organic additives that have a specific function in the deposition process. These additives (and impurities) affect the deposition and crystal-building processes as adsorbates (substances that are adsorbed) at the surface of the cathode. Adsorption and the factors that determine the adsorbate–surface interaction are discussed in detail in Volume 1 and Volume 2.

3.2.5.1 Chemisorption and Physisorption

One classification of adsorption phenomena is based on the adsorption energy, that
is, the energy of the adsorbate–surface interaction. In this classification there are two basic types of adsorption: chemisorption (an abbreviation of chemical adsorption) and physisorption (an abbreviation of physical adsorption). In chemisorption, the chemical attractive forces of adsorption act between the surface and the adsorbate (usually covalent bonds). Thus, there is a chemical combination between the substrate and the adsorbate where electrons are shared and/or transferred. New electronic configurations are formed by this sharing of electrons. In physisorption, the physical forces of adsorption, van der Waals or electrostatic forces, operate between the surface and the adsorbate; there is no electron transfer and no electron sharing.

Adsorption energy for chemisorbed species is larger than that for physisorbed species. Typical values for chemisorption are in the range of 20–100 kcal mol \(^{-1}\) and for physisorption in the range of 5 kcal mol \(^{-1}\).

### 3.2.5.2 Adsorption Equilibrium

Since in many cases, electrodeposition in the presence of an additive does not use up the additive (no incorporation of the additive in the deposit), one can conclude that the adsorption equilibrium is a dynamic one. In a dynamic adsorption equilibrium state, the adsorbed molecules continually desorb at a rate equal to the rate at which dissolved molecules from the solution become adsorbed. If the rates of the adsorption and desorption processes are high and of the same order of magnitude as that of the cathodic deposition process, then no incorporation, entrapment, of additives in the deposit will occur. However, if they are much smaller, additive molecules will be entrapped in the deposit via propagating steps (growing crystallites). Thus, at a current density higher than the optimum value, additives (brighteners or levelers) will be incorporated into the deposit. This incorporation can result in poor quality of the resulting deposit.

### 3.2.5.3 Effect of Additives on Kinetics and Mechanism of Electrodeposition

In the discussion of atomistic aspects of electrodeposition of metals, Sect. 3.1.5, it was shown that in the electrodeposition the transfer of a metal ion \(M^{n+}\) from the solution into the ionic metal lattice in the electrodeposition process may proceed via one of the following two mechanisms: (1) direct mechanism in which ion transfer takes place on a kink site of step edge or on any site on the step edge (any growth site); and (2) terrace site ion mechanism. The adsorbed additives affect both these mechanisms by changing the concentration of growth sites \(c_{gs}\) on the surface \(n_{gs}/\text{cm}^2\), number of growth sites), concentration of adions, \(c_{adi}\) on the surface, diffusion coefficient \(D_{adi}\), and the activation energy \(E_{adi}\) of surface diffusion of adions.

### 3.2.5.4 Effect of Additives on Nucleation and Growth

In the presence of adsorbed additives, the mean free path for lateral diffusion of adions is shortened, which is equivalent to a decrease in the diffusion coefficient \(D\) (diffusivity) of adions. This decrease in \(D\) can result in an increase in adion concentration at steady state and, thus, an increase in the frequency of the two-dimensional nucleation between diffusing adions. Additives can also influence the propagation of microsteps and cause bunching and formation of macrosteps (Fig. 17).
3.2.5.5 Dependence of Types of Deposit on the Surface Coverage by Additive

The type of deposit obtained at constant current density may depend on the value of the surface coverage $\theta$ by an additive. Damjanovic et al. [31] studied the effect of various values of the surface coverage $\theta$ of $n$-decylamine on the growth form of copper on the (100) plane of copper single crystal at 5 mA cm$^{-2}$. The surface coverage $\theta$ was varied by the addition of a known amount of $n$-decylamine to a highly purified solution of CuSO$_4$, H$_2$SO$_4$, and H$_2$O. The coverage $\theta$ of $n$-decylamine was estimated from the adsorption isotherm for $n$-decylamine on copper in 1 N NaClO$_4$. It was found that when $\theta < 10^{-2}$ (at the bulk concentration of $n$-decylamine $<10^{-3}$ mol L$^{-1}$) the crystal growth form was of the layers type. At $\theta \geq 10^{-2}$, the deposit observed was of the ridge type. Thus, variation in the surface coverage $\theta$ resulted in two entirely different types of deposit.

3.2.5.6 Leveling

Leveling was initially defined as the progressive reduction of the surface roughness during deposition. Surface roughness may be the result of a coarse mechanical polishing. In this case, scratches on the cathode represent the initial roughness, and the result of cathodic leveling is a smooth (flat) deposit or a deposit of reduced roughness. During this type of leveling, more metal is deposited in recesses than on peaks. This leveling is of great value in the metal-finishing industry. It is also of great importance in the electronics industry for the deposition through polymeric masks and in the electroforming of micromechanical devices (sensors, actuators, micromotors). In these cases, the leveling process means the uniform deposition in microprofiles (filling up recesses), which can be defined with masks or without. Leveling can be achieved in solutions in the absence of addition agents and in the presence of the same leveling agents. Thus, there are two types of leveling processes: (1) geometric leveling corresponding to leveling in the absence of specific agents and (2) true or electrochemical leveling corresponding to leveling in the presence of leveling agents [1].

Dukovic and Tobias [38] and Madore and Landolt [39] developed theoretical models of leveling during electrodeposition in the absence and in the presence of additives. Both the models show that a significant leveling of semicircular and triangular grooves by uniform current distribution (geometric leveling) is achieved when the thickness of the deposit is at least equal to the depth of the groove. We show in the next section that leveling in the presence of leveling agents (true leveling) is achieved much earlier.

Theories of leveling by additives are based on (1) the correlation between an increase in polarization produced by the leveling agents and (2) the preferential adsorption of a leveling agent on the high point (peaks or flat surfaces), Kardos and Foulke [40].

3.2.5.7 Brightening

Kardos and Foulke [40] distinguish three possible mechanisms for bright deposition: (1) diffusion-controlled leveling, (2) grain refining, and (3) randomization of crystal growth on favorable sites. Some fundamental aspects of brightening and leveling are reviewed by Onicin and Muresan [41].

3.2.5.8 Consumption of Additives

Additives can be consumed at the cathode by incorporation into the deposit and/or by the electrochemical reaction at the cathode or anode. Consumption of coumarin
in the deposition of nickel from a Watts-type solution was studied extensively; for example, Roger and Taylor found that the coumarin concentration decreases linearly with time and that the rate of coumarin consumption is a function of coumarin bulk concentration \[42\]. Figure 19 shows that the rate of consumption increases with an increase in the bulk concentration of coumarin. Thus, in the case of the electrodeposition of nickel from Watts-type solution the total current density is the sum of the current densities for nickel deposition \(i_{\text{Ni}}\), hydrogen evolution \(i_{\text{H}}\), and additive reduction \(i_{\text{R}}\).

In general, control of an electrodeposition solution includes monitoring the concentration of additives and by-products of the reaction of additives at the electrode.

\[3.3\]

Electroless Deposition

3.3.1 Introduction

The basic components of an electrolytic cell for the electrodeposition of metals from an aqueous solution are power supply, two metal electrodes (\(M_1\) and \(M_2\)), water containing the dissolved ions, and two metal–solution interfaces; \(M_1\)–solution and \(M_2\)–solution. An electrolytic cell for the electroless deposition is shown in Fig. 20. It can be seen that in electroless deposition there is no power supply, and the system has only one electrode. However, the solution is more complex. It contains water, a metal salt \(MA (M^{z+}; A^{z-})\), and a reducing agent \(\text{Red}\) as basic components.

The overall reactions of electrodeposition and electroless metal deposition may be used to compare these two processes. The process of \textit{electrodeposition} of metal \(M\) is represented by

\[
M^{z+}_{\text{solution}} + ze^{-} \xrightarrow{\text{Electrode}} M_{\text{lattice}} \quad (40)
\]

In this process, \(z\) electrons are supplied by an external power supply. The overall reaction of \textit{electroless} metal deposition is

\[
M^{z+}_{\text{solution}} + \text{Red}_{\text{solution}} \xrightarrow{\text{Catalytic surface}} M_{\text{lattice}} + \text{Ox}_{\text{solution}} \quad (41)
\]
where Ox is the oxidation product of the reducing agent Red. The catalytic surface may be the substrate S itself or the catalytic nuclei of metal M dispersed on a noncatalytic substrate surface. In the electroless deposition process, a reducing agent Red in the solution is the electron source; the electron-donating species Red gives electrons to the catalytic surface and metal ions $M^{z+}$ at the surface. The reaction represented by Eq. (41) must be conducted in such a way that a homogeneous reaction between $M^{z+}$ and Red, in the bulk of the solution, is suppressed.

Another comparison between electrodeposition and electroless deposition points to more basic differences. In electrodeposition, there are two electrodes: a cathode and an anode. Here, two separate electron-transfer reactions occur at two spatially separated electrode–electrolyte interfaces. At the cathode, the reduction reaction occurs, Eq. (40), and at the anode, an oxidation reaction occurs, for example,

$$M_{\text{lattice}} \rightarrow M^{z+} + ze$$ \hspace{1cm} (42)

In the electroless deposition, the two electrochemical reactions, the reduction of $M^{z+}_{\text{solution}}$ and the oxidation of Red$_{\text{solution}}$ occur at the same electrode, at one and the same electrode–electrolyte interface (Eq. (41); Fig. 20). Thus, in electroless deposition, there is a statistical division of the catalytic sites on the substrate into anodic and cathodic sites. Since these catalytic sites are part of the same piece of metal (substrate), there is a flow of electrons between these sites.

In this section, we discuss the electrochemical model of electroless deposition, kinetics and mechanism of partial reactions, activation of noncatalytic surfaces, kinetics of electroless deposition, and the mechanism of electroless crystallization.

### 3.3.2 Electrochemical Model: the Mixed-potential Theory

An electrochemical model for the process of electroless metal deposition was suggested by Paunovic [43] and Saito [44] based on the Wagner and Traud [45] mixed-potential theory of corrosion processes. According to the mixed-potential theory of electroless deposition, the overall reaction given by Eq. (41) can be decomposed into one reduction reaction, the cathodic partial reaction

$$M^{z+}_{\text{solution}} + ze \rightarrow M_{\text{lattice}}$$ \hspace{1cm} (43)

and one oxidation reaction, the anodic partial reaction

$$\text{Red}_{\text{solution}} \rightarrow \text{Ox}_{\text{solution}} + me$$ \hspace{1cm} (44)
Thus, the overall reaction (Eq. (41)) is the outcome of the combination of two different partial reactions, Eqs (43 and 44). As mentioned above, these two partial reactions, however, occur at one electrode, the same metal–solution interphase. The equilibrium (rest) potential of the reducing agent, \( E_{eq, \text{Red}} \) (Eq. 34) must be more negative than that of the metal electrode, \( E_{eq, \text{M}} \) (Eq. 33), in order that the reducing agent Red can function as an electron donor and \( M^{z+} \), as an electron acceptor. This is in accord with the general fact that an electrode with lower electrode potential will reduce ions of an electrode with higher electrode potential. A high positive standard electrode potential indicates a strong tendency toward reduction; a low negative standard electrode potential indicates a strong tendency toward the oxidized state.

3.3.2.1 Wagner–Traud Diagram

According to the mixed-potential theory, the overall reaction of the electroless deposition, Eq. (31), can be described electrochemically in terms of three current–potential \((i - E)\) curves, as shown schematically in Fig. 21. First, there are two current–potential curves for the partial reactions (solid curves): (1) \( i_a = f(E) \), the current–potential curve for the reduction of \( M^{z+} \) ions, recorded from the rest potential \( E_{eq, \text{M}} \), in the absence of the reducing agent Red (when the activity of \( M^{z+} \) is equal to 1 then \( E_{eq, \text{M}} = E^{0}_M \)) and (2) \( i_a = f(E) \), the current–potential curve for the oxidation of the reducing agent Red, recorded from the rest potential \( E_{eq, \text{Red}} \), in the absence of \( M^{z+} \) ions (when the activity of Red is equal to 1 then \( E_{eq, \text{Red}} = E^{0}_\text{Red} \)). Then, the third curve, \( i_{\text{total}} = f(E) \), the dashed curve in Fig. 21, is the current–potential curve for the overall reaction.

The two major characteristics of this system of curves are as follows:

1. \( i_{\text{total}} = f(E) \) curve intersects the potential axis. At this intersection, the current
is zero and
\[ i_c = i_a \] for \( i_{\text{total}} = 0 \) \( \text{(45)} \)

The potential where Eq. (45) holds is the mixed potential, \( E_{mp} \).

2. At any point of the \( i_{\text{total}} = f(E) \) curve
\[ i_{\text{total}} = i_a + i_c \] \( \text{(46)} \)

Thus, the total current density, \( i_{\text{total}} \), is composed of two components. It is a result of the addition of current densities of the two partial processes.

3.3.2.2 Evans Diagram
An alternative method of presenting the current–potential curves for electroless metal deposition is the Evans diagram. In this method, the sign of the current density is suppressed. Figure 22 shows a general Evans diagram with current–potential functions \( i = f(E) \) for the individual electrode processes, Eqs (43 and 44). According to this presentation of the mixed-potential theory, the current–potential curves for individual processes, \( i_c = i_M = f(E) \) and \( i_a = i_{\text{Red}} = f(E) \), intersect. The coordinates of this intersection have the following meaning: (1) the abscissa, the current density of the intersection, is the deposition current density \( i_{\text{dep}} \) (i.e. \( \log(i_{\text{dep}}) \)), which is the rate of electroless deposition in terms of milliamperes per square centimeter and (2) the ordinate, the potential of the intersection is the mixed potential, \( E_{mp} \).

3.3.2.3 Mixed Potential, \( E_{mp} \)
When a catalytic surface \( S \) is introduced into an aqueous solution containing \( M^{2+} \) ions and a reducing agent, the partial reaction of reduction, Eq. (43), and the partial reaction of oxidation, Eq. (44), occur simultaneously. Each of these partial reactions strives to establish its own equilibrium, \( E_{eq} \). The result of these processes is a steady state with the compromised potential called the steady-state mixed potential, \( E_{mp} \). The result of this mixed potential is that the potential of the redox couple \( \text{Red}/\text{Ox} \), Eq. (44), is raised anodically from the reversible value \( E_{eq,\text{Red}} \) (Fig. 22) and the potential of the metal electrode \( M/M^{2+} \), Eq. (43), is depressed cathodically.

![Fig. 22 Evans diagram of current–potential curves for the system with two different simultaneous electrochemical reactions. Kinetic scheme: Eqs (43 and 44).](image)
from its reversible value $E_{eq,M}$ down to the mixed potential $E_{mp}$ (Fig. 22).

Thus, the four basic characteristics of the steady-state mixed potential are as follows:

1. Both redox systems are shifted from their own characteristic equilibrium potentials by the amount $\eta$ (overpotential)

$$\eta_M = E_{mp} - E_{eq,M} \quad (47)$$

$$\eta_{Red} = E_{mp} - E_{eq,Red} \quad (48)$$

2. A net electrochemical reaction occurs in each redox system since both reactions, Eqs (43 and 44), are shifted from their equilibrium by the introduction of the mixed potential.

3. The condition for steady state is that the rate of reduction of $M^{z+}$, the cathodic current density $i_M$, is equal to the rate of oxidation of the reducing agent Red, the anodic current density $i_{Red}$

$$i_{M,\text{deposition}} = (i_M)E_{mp} = (i_{Red})E_{mp} \quad (49)$$

since a net current cannot flow in the isolated system.

4. A system at the steady-state mixed potential is not in equilibrium since a net overall reaction does occur, and therefore, change of the free energy is not zero, which is required for thermodynamic equilibrium.

Figure 23 shows an experimental example of Evans diagram for electroless deposition of copper.

Fig. 23  Evans diagram for electroless deposition of copper. Current–potential curves for the reduction of $Cu^{2+}$ ions and for the oxidation of reducing agent Red, formaldehyde, combined into one graph. Solution for the Tafel line for the reduction of $Cu^{2+}$ ions: 0.1 M CuSO$_4$, 0.175 M EDTA, pH 12.50, $E_{eq} (Cu/Cu^{2+}) = -0.47$ V versus SCE; for the oxidation of formaldehyde: 0.05 M HCHO and 0.075 M EDTA, pH 12.50, $E_{eq}(HCHO) = -1.0$ V versus SCE; temperature 25 °C (±0.5 °C) (from Ref. 43 with permission from American Electroplaters and Surface Finishers Society).
The validity of the mixed-potential theory is demonstrated for the electroless deposition of Cu [44, 46–48], Ni [49], and Au [50].

3.3.3 Kinetics and Mechanism

3.3.3.1 The Cathodic Partial Reaction. Kinetic Scheme

Metal ions in a solution for electroless metal deposition have to be, in general, complexed with a ligand. Complexing is necessary in order to prevent formation of metal hydroxide, for example Cu(OH)$_2$, in the electroless copper deposition. One of the fundamental problems in the electrochemical deposition of metals from complexed ions is the problem of electroactive (charged) species. The electroactive species may be complexed or noncomplexed metal ion [1]. In the first case, the kinetic scheme of the process of metal deposition is one of simple charge transfer. In the second case, the kinetic scheme is that of charge transfer preceded by the dissociation of the complex. The mechanism of the second case involves a sequence of at least two basic elementary steps:

1. formation of the electroactive species and
2. charge transfer from the catalytic surface to the electroactive species.

Electroactive species $M^{z+}$ are formed in the first step by the dissociation of the complex $[ML_x]^{z+x+}$

$$[ML_x]^{z+x+} \rightarrow M^{z+} + xL^p \quad (50)$$

where $p$ is the charge state of the ligand L, $z$ is the charge of the noncomplexed metal ion, and $(z + xp)$ is the charge of the complexed metal ion.

The charge transfer

$$M^{z+} + ze \rightarrow M \quad (51)$$

proceeds in steps, usually with the first charge transfer (one-electron transfer) serving as the RDS

$$M^{z+} + e \rightarrow M^{(z-1)+} \quad (52)$$

Thus, from the kinetic aspects, the cathodic partial reaction is an electrochemical reaction, Eq. (51), which is preceded by a chemical reaction, Eq. (50).

3.3.3.2 Kinetics

The major factors determining the rate of the partial cathodic reaction are concentrations of metal ions and ligands, pH of the solution, and the type and concentration of additives. These factors determine the kinetics of the partial cathodic reaction in a general way, as given by the fundamental electrochemical kinetic equations discussed in Sect. 3.1. Additives may have two opposing effects: acceleration and inhibition [51]. The major factors that are most likely responsible for the acceleration effect of additives are (1) the charge density of the electron system of the additive and (2) the exchange of electrons between electrode, O-bonded additive molecule, and the complexed metal ions in the solution. Inhibition effect and the “cathodic passivation” are explained in terms of blocking of the catalytic surface which results in the decrease in the available surface area [52].

3.3.3.3 The Anodic Partial Reaction. Mechanism

The overall anodic partial reaction, Eq. (44), usually proceeds in at least two elementary steps (like the cathodic partial reaction): the formation of the electroactive species and charge transfer.
The formation of electroactive species (R) proceeds usually in two steps, through an intermediate (Red$_{\text{interm}}$)

\[
\text{Red} \rightarrow \text{Red}_{\text{interm}} \quad (53)
\]

\[
\text{Red}_{\text{interm}} \rightarrow R \quad (54)
\]

Van den Meerakker [53] proposed the following general mechanism for the formation of electroactive species R from the intermediate Red$_{\text{interm}}$, represented now by R$-\text{H}$

\[
\text{Red}_{\text{interm}} = R-\text{H} \rightarrow R_{\text{ads}} + H_{\text{ads}} \quad (55)
\]

where R$_{\text{ads}}$ is the electroactive species R adsorbed at the catalytic surface. According to this mechanism, Eq. (55), the electroactive species R$_{\text{ads}}$ is formed in the process of dissociative adsorption (dehydrogenation) of the intermediate R$-\text{H}$ that involves breaking R$-\text{H}$ bond.

The adsorbed hydrogen, H$_{\text{ads}}$, may be desorbed in the chemical reaction

\[
H_{\text{ads}} \rightarrow \frac{1}{2}H_2 \quad (56)
\]

or in the electrochemical reaction

\[
H_{\text{ads}} \rightarrow H^+ + e \quad (57)
\]

In the electroless deposition of copper, for example, when the reducing agent is formaldehyde and the substrate is Cu, H$_{\text{ads}}$ desorbs in the chemical reaction, Eq. (56). If the substrate is Pd or Pt, hydrogen desorbs in the electrochemical reaction, Eq. (57).

The most studied anodic partial reaction is the oxidation of formaldehyde, Red = H$_2$CO. The overall reaction of the electrochemical oxidation of formaldehyde at the copper electrode in an alkaline solution proceeds according to the equation

\[
H_2CO + 2OH^- \rightarrow HCOO^- + H_2O + \frac{1}{2}H_2 + e \quad (58)
\]

The mechanism of this reaction involves the following sequence of elementary steps [53, 54]: (1) formation of electroactive species [HC(OH)O$^-$_{\text{ads}}] in three steps and (2) charge transfer: the electrochemical oxidation (desorption) of electroactive species R$_{\text{ads}}$

\[
[\text{HC(OH)O}^-]_{\text{ads}} + OH^- \rightarrow \text{HCOO}^- + H_2O + e \quad (59)
\]

where HCOO$^-$ is the oxidation product of R$_{\text{ads(Ox)}}$.

A similar kinetic scheme can be applied to other reducing agents, for example, borohydride (Red = BH$_4^-$), hypophosphite (H$_2$PO$_2^-$), hydrazine (NH$_2$NH$_2$) where the electroactive species RH are [BH$_2$OH$^-$_{\text{ads}}], [HPO$_2^-$_{\text{ads}}], and [N$_2$H$_3$]$_{\text{ads}}$, respectively [50, 53].

3.3.3.4 Parallel Reactions
There are parallel reactions in some cases of oxidation of the reducing agents; for example, in the case of oxidation of BH$_4^-$ and H$_2$PO$_2^-$, parallel reactions are (probably cathodic reactions) resulting in the incorporation of B and P into the metal deposit, respectively. Thus, when electroless Ni is deposited from solutions containing BH$_4^-$ as the reducing agent, we designate this deposit as Ni(B), and when the reducing agent is H$_2$PO$_2^-$, we designate the deposit as Ni(P).

3.3.3.5 Kinetics
The major factors determining the rate of the anodic partial reaction are pH and additives. Since OH$^-$ ions are reactants in the charge-transfer step, for example, Eq. (59), the effect of pH is direct and significant (e.g. see Ref. 55). Additives may have an inhibiting or an accelerating effect.
3.3.4 Activation of Noncatalytic Surfaces

Noncatalytic surfaces (e.g., nonconductors, noncatalytic metals, noncatalytic semiconductors) have to be activated, that is, made catalytic, prior to the electroless deposition. This activation is performed by generating catalytic nuclei on the surface of a noncatalytic material. Two major types of processes have been used to produce catalytic nuclei: electrochemical and photochemical.

3.3.4.1 Electrochemical Activation

In the electrochemical method, catalytic nuclei of metal M on a noncatalytic surface S may be generated in an electrochemical oxidation–reduction reaction

\[ \text{M}^{z+} + \text{Red} \rightarrow \text{M} + \text{Ox} \]  \hspace{1cm} (60)

where \( \text{M}^{z+} \) is the metallic ion and \( \text{M} \) is the metal catalyst. The preferred catalyst is Pd and, thus, the preferred nucleating agent \( \text{M}^{z+} \) is \( \text{Pd}^{2+} \) (from \( \text{PdCl}_2 \)). The preferred reducing agent Red in this case is \( \text{Sn}^{2+} \) ion (from \( \text{SnCl}_2 \)). In this example, the overall reaction of activation, according to a simplified model, is

\[ \text{Pd}^{2+} + \text{Sn}^{2+} \rightarrow \text{Pd} + \text{Sn}^{4+} \]  \hspace{1cm} (61)

\( \text{Sn}^{2+} \) can reduce \( \text{Pd}^{2+} \) ions, since the standard oxidation–reduction potential of \( \text{Sn}^{4+}/\text{Sn}^{2+} \) is 0.15 V and that of \( \text{Pd}^{2+}/\text{Pd} \) is 0.987 V. The flow of electrons is from the more electronegative (here \( \text{Sn}^{4+}/\text{Sn}^{2+} \)) toward the less electronegative (more positive) couple (here \( \text{Pd}^{2+}/\text{Pd} \)). Since the standard potentials of \( \text{Au}^{+}/\text{Au} \) is 1.692 V, \( \text{Sn}^{2+} \) ions can reduce \( \text{Au}^{+} \) to produce Au catalytic nuclei.

Electrochemical activation using \( \text{PdCl}_2 \) and \( \text{SnCl}_2 \) may be performed either in two steps or in one step [1].

Some nonconductors, for example polymers like polycarbonates and polystyrenes, must be subjected to a surface treatment prior to activation in order to get good adhesion of palladium nuclei. Surface treatment can include the use of chemical etchings for plastics or reactive gas plasma treatments [56].

3.3.4.2 Photochemical Activation

Photochemical processes have been used to produce catalytic metallic nuclei in three ways, each characterized by a different kinetic scheme: photoelectrochemical, photoelectron, and intramolecular. These processes have been reviewed by Paunovic [57] and Zhang et al. [58] with numerous references.

3.3.4.3 Activation by Displacement Deposition

Silicon can be made catalytic for the electroless deposition of Ni by replacing the surface Si atoms with Ni atoms [59]

\[ 2\text{Ni}^{2+} + \text{Si} \rightarrow 2\text{Ni} + \text{Si}^{4+} \]  \hspace{1cm} (62)

This reaction is called displacement deposition since the nickel ions in solution simply displace the silicon at the surface. The substrate, Si, acts here as a reducing agent as will be discussed in Sect. 3.4. Copper may be deposited on Si from HF acid solutions [60]. In the presence of HF, Si is oxidized into \( [\text{SiF}_6]^{2-} \). Similarly, aluminum substrates can be activated by a displacement reaction [1]

\[ 3\text{Pd}^{2+} + 2\text{Al} \rightarrow 3\text{Pd} + 2\text{Al}^{3+} \]  \hspace{1cm} (63)

3.3.4.4 Activation by Thermal Decomposition of Metallic Oxides

The surface of alumina, \( \text{Al}_2\text{O}_3 \), may be activated by employing laser or UV irradiation to decompose \( \text{Al}_2\text{O}_3 \) [61]. Decomposition
of Al₂O₃ results in the generation of aluminum particles, which are catalytic for the electroless deposition of Cu (the first reaction probably being displacement deposition).

3.4 Displacement Deposition

3.4.1 Introduction

In Sect. 3.3, we have shown that in the case of electroless deposition the reducing agent Red in the solution is the electron source, the electron-donating species that give electrons to the catalytic surface and the metal ions M⁺ at the interface. In this section, we show that the substrate itself can also be the electron-donating species.

Also, we show that, in general, Ox/Red (M⁺/M) couples with high standard electrode potentials are reduced by Ox/Red (M⁺/M) couples with low standard electrode potentials. In other words, low reduces high.

Consider a strip of Zn placed in a solution of CuSO₄ (Fig. 24). Consider the reactions that will occur in this system if the activity of Cu²⁺ ions is 1. This problem can be solved by considering standard electrode potentials. The standard electrode potential for Cu/Cu²⁺ is \( E^0 = 0.337 \), and that for Zn/Zn²⁺ is \( E^0 = -0.763 \). Since Zn/Zn²⁺ has a lower electrode potential than the Cu/Cu²⁺ system, Zn will reduce Cu²⁺ ions in the solution. Thus, the partial reactions in the system shown in Fig. 25 are

\[
\begin{align*}
\text{Zn} & \rightarrow \text{Zn}^{2+} + 2e^- \quad (64) \\
\text{Cu}^{2+} + 2e^- & \rightarrow \text{Cu} \quad (65)
\end{align*}
\]

and

\[
\begin{align*}
\text{Zn} + \text{Cu}^{2+} & \rightarrow \text{Zn}^{2+} + \text{Cu} \quad (66)
\end{align*}
\]

Thus, a layer of metallic Cu is deposited on the zinc, while Zn dissolves into solution. Metallic Zn under these conditions reduces the Cu²⁺ ions. This reaction is called a displacement deposition of Cu on Zn.

Fig. 24 A displacement deposition of Cu on Zn.
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Fig. 25 An electrode with lower electrode potential will reduce ions of an electrode with higher electrode potential.

The thickness of the deposited metal in the displacement deposition is self-limiting, since the displacement deposition process needs exposed (free) substrate surface in order to proceed.

This technique comes in a variety of names, depending on the application: for example, immersion deposition, galvanic deposition (galvanic corrosion), conversion, and cementation (in the metal recovery industry).

3.4.2 Electrochemical Model

The overall displacement deposition reaction in general Ox/Red (M$^{z+}$/M) terms is given by

$$ \text{Eq. (67)} $$

for the cell

$$ \text{Eq. (68)} $$

The partial (half-cell) reactions are

$$ \text{Eq. (69)} $$

$$ \text{Eq. (70)} $$

Metal substrate $M_1$ dissolves into the solution, Eq. (69), and, thus, supplies the electrons necessary for the reduction, deposition reaction, Eq. (70). The relationship between the partial reactions presented above is shown in Fig. 26.

We have described one example of this type of electrochemical deposition in Sect. 3.4.1, when we considered processes at a strip of Zn placed in a solution of CuSO$_4$ (Fig. 25). We have stated that there are two partial reactions in that system, like in an electroless system. In the displacement deposition of Cu on Zn, electrons are supplied in the oxidation reaction of Zn, reaction (64), where Zn from the substrate dissolves into the solution and, hence, supplies the electrons necessary for the reduction, deposition reaction (65). The overall displacement deposition reaction, Eq. (66), is obtained via the combination of the two partial electrode reactions, oxidation and reduction, Eqs (64) and (65), respectively. Thus, in the displacement deposition of Cu on a Zn substrate, a layer of metallic Cu is deposited on the zinc, while Zn dissolves into solution (Fig. 25). We stated that this reaction is possible because the Zn/Zn$^{2+}$ system has a lower electrode potential than the Cu/Cu$^{2+}$ one (Fig. 24).
The overall displacement deposition reaction according to Eq. (66) can be considered as the reaction of the electrochemical cell

\[
\text{Zn/ZnSO}_4(\text{aq})//\text{CuSO}_4(\text{aq})//\text{Cu}\quad (71)
\]

### 3.4.2.1 Predictions of the Feasibility of the Reaction. Complexed Metal Ions in Displacement Deposition

Let us determine whether we can use the displacement deposition technique to deposit Sn on a Cu substrate

\[
\text{Sn}^{2+} + \text{Cu} \longrightarrow \text{Sn} + \text{Cu}^{2+}\quad (72)
\]

The simplest way to determine this is to use the principle presented in Figs 24 and 26. According to this principle, Sn cannot be deposited by displacement on a Cu substrate since the standard electrode potential of the \(\text{Cu}^{2+}/\text{Cu}\) couple is more positive than that of the \(\text{Sn}^{2+}/\text{Sn}\) couple

\[
E^o(\text{Sn}^{2+}/\text{Sn}) = -0.136\, \text{V}\quad (73)
\]

\[
E^o(\text{Cu}^{2+}/\text{Cu}) = +0.34\, \text{V}\quad (74)
\]

However, reaction (72) can be made to proceed from left to right spontaneously if the potential of the \(\text{Cu}^{2+}/\text{Cu}\) electrode is made more negative than that of \(\text{Sn}^{2+}/\text{Sn}\) electrode. This can be achieved by complexing the \(\text{Cu}^{2+}\) ions in solution. The preferred complexing agent is the \(\text{CN}^-\) ion. When \(\text{CN}^-\) ions are added to the solution of \(\text{CuSO}_4\), the concentration of \(\text{Cu}^{2+}\)
ions is reduced and the electrode potential of the \( \text{Cu}^{2+}/\text{Cu} \) electrode is moved to the negative value. We illustrate this in the following example.

If sufficient NaCN (or KCN) is added to the solution of Cu(II) ions to form the complexed ions \([\text{Cu(CN)}_3]^{2-}\) and if the excess of CN\(^-\) ions is such that the concentration of free CN\(^-\) ions is \(1 \times 10^{-4} \text{ M}\), then the concentration of free Cu\(^+\) ions can be calculated from the dissociation constant of the complex. The dissociation constant of the complexed ion \([\text{Cu(CN)}_3]^{2-}\) is \(5.6 \times 10^{-28}\), that is,

\[
\frac{(\text{Cu}^+)(\text{CN}^-)^3}{([\text{Cu(CN)}_3]^{2-})} = 5.6 \times 10^{-28} \quad (75)
\]

For 0.05 M \([\text{Cu(CN)}_3]^{2-}\) and 1 \(\times 10^{-4} \text{ M}\) CN\(^-\) from Eq. (75), one concludes that the concentration of Cu\(^+\) is \(2.8 \times 10^{-17} \text{ M}\). The reversible electrode potential of Cu\(^+\)/Cu electrode can be calculated for this concentration of Cu\(^+\) from the Nernst equation

\[
E = 0.55 + 0.059(\log 2.8 \times 10^{-17})
\]

\[
= -0.43 \text{ V} \quad (76)
\]

where 0.55 is the standard electrode potential for Cu\(^+\)/Cu. Thus, in this case Cu\(^+\)/Cu is more negative than Sn\(^{2+}\)/Sn and reaction (72) will go spontaneously from left to right, resulting in the displacement deposition of Sn on Cu. In this approximate calculation, we considered that only \([\text{Cu(CN)}_3]^{2-}\) complexed ions are present in the solution and that the CN\(^-\) ions do not affect the electrode potential of the Sn\(^{2+}\)/Sn electrode. However, in reality, there is a mixture of different CN\(^-\) complexes of copper in the solution.

Reaction (72) is a very important displacement deposition reaction in the printed circuit industry. It is used to help the soldering capability of copper.

### 3.4.3 Kinetics and Mechanism

The kinetics and mechanism of the displacement deposition of Cu on a Zn substrate in alkaline media was studied by Massee and Piron [62]. They determined that at the beginning of the deposition process the rate is controlled by activation. The activation control mechanism changes to diffusion control when the copper covers enough of the Zn surface to facilitate further deposition of copper. This double mechanism can explain the kinetic behavior of the deposition process.

The mechanisms of the crystal-building process of Cu on Fe and Al substrates were studied employing transmission and scanning electron microscopy [63]. These studies showed that a nucleation-coalescence growth mechanism (Sect. 3.2.4) holds for the Cu/Fe system and that a displacement deposition of Cu on Fe results in a continuous deposit. A different nucleation and growth model was observed in the case of the Cu/Al system. The displacement deposition of Cu on Al substrate starts with the formation of isolated nuclei and clusters of Cu. This mechanism results in the development of dendritic structures.

The properties of deposits may be controlled by changing the kinetics of the deposition and the mechanism of crystallization. One way to achieve this is by complexing the depositing ions, as stated above.

### 3.5 Electrochemical Deposition of Alloys

#### 3.5.1 Introduction

Sections 3.1 and 3.3 treat kinetics and mechanism of electrochemical deposition
from solutions containing one kind of metal ions. In this case, there is only one metal deposition process (Eq. 1). Section 3.5 discusses the electrochemical deposition from solutions containing two or more kinds of metal ions. This case involves simultaneous processes of the deposition of two or more metals. The result of these simultaneous processes is the formation of an alloy. The alloy-phase structure depends on the electrochemical deposition conditions [64].

Section 3.5.2 discusses electrodeposition and Sect. 3.5.3 discusses electroless deposition.

3.5.2 Electrodeposition

3.5.2.1 Feasibility
The feasibility of the simultaneous deposition of two or more metals at the cathode is solved on the basis of current–potential curves for individual, single (pure) metals. Figure 27 shows current–potential curves for a general case of deposition of single metals M₁ and M₂. It can be seen that if electrodes are immersed in the solution of both M₁ and M₂ ions, and if the cathode potential is at \( E(i)_1 \) value, only metal M₁ will deposit from the solution. If the cathode potential is at \( E(i)_2 \) value, both metals will be deposited at the cathode, forming an alloy. From Figure 27 it follows that simultaneous deposition of two metals is feasible if their deposition, or equilibrium (rest), potentials \( E_{eq} \) are close.

3.5.2.2 A Simple Model
A simple model assumes that the composition of the alloy at a given potential is determined by the ratio of the values of current densities of deposition of individual metals at that potential; for example, in Fig.27 the composition of the M₁–M₂ alloy deposited at the potential \( E(i) \) will be given by the ratio \( i_1 / i_2 \)

\[
\frac{M_1}{M_2} = \frac{i_1}{i_2}
\]  

(77)

Using equation for \( i = f(\eta) \), Eq. (16), and assuming \( a_1 = a_2 \), we get

\[
\frac{i_1}{i_2} = \frac{i_{o,1}}{i_{o,2}} \exp[a f (E_{eq,1} - E_{eq,2})]
\]  

(78)

where \( f = F/RT \). Thus, the ratio \( i_1 / i_2 \) depends on (1) exchange current densities, \( i_{o} \), and (2) the difference of equilibrium potential is at \( E(i)_1 \) value, only metal M₁ will deposit from the solution. If the cathode potential is at \( E(i)_2 \) value, both metals will be deposited at the cathode, forming an alloy. From Figure 27 it follows that simultaneous deposition of two metals is feasible if their deposition, or equilibrium (rest), potentials \( E_{eq} \) are close.

Fig. 27 The simultaneous deposition of metals M₁ and M₂ in which the rest (equilibrium) potential \( E_R \) is more positive than \( E_{R,2} \) and \( a_1 = a_2 \).
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Equation (78) shows that the larger the value of $i_{o,1}$ compared with $i_{o,2}$, the greater the amount of metal M$_1$ deposited compared with the amount of metal M$_2$ deposited.

Equation (78) assumes that the deposition reactions are activation controlled, $\eta = \eta_{ct}$ (see Sect. 3.1.3). Figure 28 shows current–potential curves for the case when the deposition of metal M$_1$ is limited by transport ($i_1 = i_{L,1}$; diffusion control). It can be seen that in this case, at the cathode potential $E(i)$, metal M$_2$ with a more negative equilibrium potential ($E_{eq,2} < E_{eq,1}$) is deposited to a greater extent than metal M$_1$, $i_2 > i_1$.

### Extended Feasibility

It is possible to extend the feasibility of codeposition of two metals to cases where this does not look possible owing to a very large difference in the equilibrium potentials of individual metals, $\Delta (E_{eq,1} - E_{eq,2})$ (Fig. 27).

One very important example is the electrodeposition of Cu–Zn alloys. Standard electrode potentials for Cu$^{2+}$/Cu and Zn$^{2+}$/Zn are 0.3419 and $-0.7618$ V, respectively (Fig. 29a). The difference in the standard electrode potentials is 1.1037 V. This difference in potentials can be reduced by complexing Cu$^{2+}$ and Zn$^{2+}$ ions in the solution. The preferred complexing agent is the CN$^-$ ion. In a solution containing CN$^-$ ions (NaCN, K$_2$CN), the concentration of Cu$^{2+}$ is reduced much more than that of Zn$^{2+}$ because of the difference in the dissociation constant of the cyanide complex. The dissociation constant of the [Cu(CN)$_3$]$^{3-}$ complex is

$$\frac{(\text{Cu}^+)(\text{CN}^-)_3}{[\text{CuCN}_3]^2^-} = 5.6 \times 10^{-28} \quad (79)$$

and the dissociation constant of the [Zn(CN)$_4$]$^{2-}$ complex is

$$\frac{(\text{Zn}^{2+})(\text{CN}^-)_4}{[\text{Zn(CN)}_4]^2^-} = 1.3 \times 10^{-17} \quad (80)$$

For 0.05 M [Cu(CN)$_3$]$^{2-}$ and 1 $\times$ $10^{-4}$ M CN$^-$, we calculate the concentration of Cu$^+$ from Eq. (79) as 2.8 $\times$ $10^{-17}$ M. The equilibrium electrode potential of Cu$^+$/Cu electrode, for this concentration of Cu$^+$ is $-0.43$ V (see Sect. 3.4). The calculated concentration of Zn$^{2+}$ in 0.025 M [Zn(CN)$_4$]$^{2-}$, using Eq. (80), is 6.62 $\times$ $10^{-5}$ and the corresponding equilibrium electrode potential of Zn$^{2+}$/Zn electrode is $-0.85$ V (Fig. 29b). Thus, the results of the complexation are as

---

**Fig. 28** The simultaneous deposition of metals M$_1$ and M$_2$ in which the deposition of metal M$_1$ is limited by diffusion control; metal M$_2$ with a more negative rest potential, $E_{R,2} < E_{R,1}$, is deposited to a greater extent than metal M$_1$, $i_2 > i_1$. 

---
follows: (1) the concentration of Cu ions in the solution is reduced much more than that of Zn ions owing to the difference in the dissociation constants of complexes and (2) the electrode potentials of Cu$^{+}$/Cu are shifted closer to the Zn$^{2+}$/Zn equilibrium potential so that the difference in equilibrium potentials is reduced from 1.1037 to 0.40 V and under these conditions the electrodeposition of Cu$-$/Zn alloys is feasible (Fig. 29b).

3.5.2.4 Anomalous Codeposition
In the normal deposition of alloys, the more positive (noble) metal deposits preferentially. The result of this is that
the ratio of the more positive metal ($M_1$) to the less positive metal ($M_2$) in the alloy deposit is larger than that in the solution. Referring to Fig. 27 and Eq. (77), for the normal deposition we have

$$\left( \frac{M_1}{M_2} \right)_{\text{deposit}} > \left( \frac{M_1}{M_2} \right)_{\text{solution}} \quad (81)$$

In anomalous deposition of alloys the opposite equation is valid

$$\left( \frac{M_1}{M_2} \right)_{\text{deposit}} < \left( \frac{M_1}{M_2} \right)_{\text{solution}} \quad (82)$$

since in this case the less positive (more negative) metal ($M_2$) deposits preferentially.

A very interesting and technologically important case of anomalous deposition is the electrodeposition of Permalloy, Fe−Ni alloy (see Sect. 3.8). Glasstone and Symes [65] found that in the deposition of Fe−Ni alloys from solutions containing more than about 20% of the total metal as Fe, the initial deposit contains relatively more Ni than the electrolyte.

Most theories of anomalous deposition in this case are based on the studies on kinetics and mechanism of electrodeposition of iron by Bockris et al. [66]. They proposed the following mechanism for the electrodeposition of Fe

$$\text{Fe}^{2+} + \text{H}_2\text{O} \leftrightarrow [\text{FeOH}]^+ + \text{H}^+ \quad (83)$$

$$[\text{FeOH}]^+ + e \longrightarrow \text{FeOH} \quad (84)$$

$$\text{FeOH} + \text{H}^+ + e \leftrightarrow \text{Fe} + \text{H}_2\text{O} \quad (85)$$

where RDS stands for rate-determining step. The overall electrode reaction is

$$\text{Fe}^{2+} + 2e \longrightarrow \text{Fe} \quad (86)$$

According to this mechanism, the electrochemically active species are [FeOH]$^+$ and FeOH. Iron-hydroxide ions result from the hydrolysis of Fe$^{2+}$ ions in the solution, Eq. (83).

Matulis et al. [67] have suggested a similar mechanism for the electrodeposition of Ni involving the hydrolysis of Ni$^{2+}$ ions and the formation of nickel-hydroxide ions, [NiOH]$^+$. Nickel-hydroxide ions are the electrochemically active species in the electrodeposition of Ni.

Thus, hydrolysis plays a significant role in the electrodeposition of the single metals, Fe and Ni.

During the deposition of iron and nickel, H$^+$ (H$_3$O$^+$) discharge occurs and the pH at the electrode surface increases. Dahms and Croll [68] derived an equation to evaluate the surface pH as a function of the bulk pH. Haris [69] calculated the change in surface pH during the electrodeposition of a bivalent metal.

Hessami and Tobias [70] extended the mechanisms of Bockris et al. and Matulis et al. of the deposition of single metals (Ni, Fe) to the mathematical modeling of codeposition of Ni−Fe alloys. This mathematical model for the anomalous alloy deposition describes the electrode processes using the calculated interfacial concentrations. The inhibition (reduction) of nickel partial current density during alloy deposition and the anomalous deposition are explained on the basis of the relative concentrations of metal-hydroxide ions, [MOH]$^+$. Calculations show that the [FeOH]$^+$ concentrations are higher than [NiOH]$^+$ because it has a much smaller dissociation constant ($[\text{MOH}]^+ = (\text{M}^{2+})(\text{OH}^-)/K_{\text{diss}}$). [FeOH]$^+$ ions compete with [NiOH]$^+$ ions for surface sites, and the result of this competition is inhibition (decrease) in Ni deposition in the presence of [FeOH]$^+$ ions. Figure 30
shows calculated partial current densities of Ni and Fe, single versus alloy deposition. Thus, the model of Hessami and Tobias explains the basic features of anomalous deposition: (1) the ratio of the less positive (noble) metal, Fe, is much higher in the alloy than in the electrolyte, and (2) the presence of the less positive (noble) metal inhibits the discharge of the more positive (noble) metal, Ni.

The model based on metal-hydroxide ions ([MOH]$^+$) was further developed by Grande and Talbot [71]. Sasaki and Talbot [72] demonstrated the extendibility of this model to the electrodeposition of Co−Fe and Ni−Co alloys. They found that there is a slight inhibition of the more positive metal deposition and a promotion (acceleration) of the less positive metal deposition for all binary iron-group alloys.

Golodnitsky et al. found that inhibition of the more positive metal deposition by the less noble one does not depend on the anion composition of the electrolyte [73].

3.5.3 Electroless Deposition

Electroless (autocatalytic) deposition takes place on catalytic surfaces (see Sect. 3.3 and Chapter 4 in Volume 2). The anodic partial reaction in electroless deposition is strongly dependent on the catalytic properties of the initial substrate (e.g. Pd catalytic nuclei) and the deposited metal (e.g. Cu in the electroless deposition of Cu). In the electroless deposition of alloys, the catalytic properties of all the components of an alloy are important. Ohno et al. [74] evaluated the catalytic activity of metals for the anodic oxidation of different reducing agents and obtained the catalytic activity series on the basis of the potentials at a reference current density. This series may be used to choose the reducing agent suitable to the metal, or alloy, to be deposited.

Cobalt- and nickel-based alloys may have a variety of applications in modern silicon and magnetic recording technologies; for example, Co−Ni(P) alloys can be used for the fabrication of electrical contacts [75], Co−W(P) can be used for the fabrication of diffusion barriers in semiconductor technology [76], Ni−W(P) can be used as heating resistors [77], and a variety of binary and ternary Co alloys can be used for the fabrication of magnetic recording media [78]. A complete review of the electroless deposition of alloys is given by Ohno [79].
3.6 Structure and Properties of Deposits

3.6.1 Introduction

In considering the structure of metals, we distinguish three basic structures: (1) atomic bulk and surface structures, (2) electronic structure of metals and surfaces, and (3) microstructure.

From atomistic aspects, a metal can be considered as a fixed lattice of positive ions permeated by a gas of free electrons [1]. Positive ions are the atomic cores, while the electrons are the valence electrons. Since there are about $10^{22}$ atoms in $1 \text{ cm}^3$ of a metal, one can expect that some atoms are not exactly in their right place. Thus, one can expect that a real lattice will contain defects (imperfections). The most common defects are point defects (e.g. a vacancy, an interstitial) and dislocations (e.g. the edge dislocation, screw dislocation) [2].

The electronic structure of metals and metallic surfaces are interpreted by the free-electron theory of metals [1, 2].

The volume over which a fixed lattice of positive ions extends uniformly is called a single crystal. Most metal deposits are not single crystals, but are agglomerates of small crystallites packed together. These crystallites are called grains. The boundaries between these grains are lattice defects and are called grain boundaries. A microstructure is defined by grain size, grain shape, and grain orientation. The major grain structures are columnar, equiaxed, dendritic, and whisker.

Since there is a strong interrelationship between the structure and the properties of deposits, this section discusses both these subjects.

In Sect. 3.7.1, we give an example of how structure parameters determine the properties of thin metal films and in Sect. 3.7.3, we discuss the influence of microstructures of the substrate on the structure and properties of electrodeposits.

3.6.2 Overpotential Dependence of the Growth Forms

The dependence of growth forms on overpotentials originates from the potential dependence of nucleation and growth processes. Competition between nucleation and growth processes is strongly influenced by the potential of the cathode. Thus, major factors determining growth forms are as follows: (1) Structure of the double layer including concentration of different species present in the solution. Potential dependence of adsorption of additives and their effect on growth forms is discussed in Sect. 3.2.5. (2) Surface structure including concentration of adions at the surface and lattice defects (e.g. dislocations, vacancies). (3) The radius and the size of the critical nucleus (see Sect. 3.2.2). (4) Rate of nucleation (see Sect. 3.2.2). (5) Lateral and vertical growth rates of the crystal grains.

Seiter et al. [80] found a correlation between the overpotential and growth forms of electrodeposited copper on copper sheet substrate with (100) texture, as shown in Fig. 31. Barnes et al. [81] observed similar results on copper single crystal surfaces near (100) face: below 10-mV ridges, 40–70-mV platelets, 70–100-mV blocks and fine platelets and above 100-mV polycrystalline deposit.

3.6.3 Columnar Microstructure

Columnar microstructure, perpendicular to the substrate surface, is shown schematically in Fig. 32. This microstructure is
composed of relatively fine equiaxed grains near the substrate which then changes to the columnar microstructure with much more coarse grains at larger distances from the substrate. Development of the columnar microstructure can be interpreted on the basis of growth competition between adjacent grains in a similar way as in the development of texture (Sect. 3.6.4). The low–surface energy grains grow faster than the high-energy ones. This rapid growth of the low–surface energy grains at the expense of the high-energy grains results in an increase in the mean grain size with the thickness of deposit and the transition from a fine grain size near the substrate to a coarse columnar grain size. Columnar structures develop in deposits prepared by electrodeposition and evaporation. Srolovitz et al. [82] developed a theoretical model for the growth of columnar microstructures in vapor-deposited films. We find this work interesting for electrodeposition too. It shows that the microstructure of the evaporated film, parallel to the substrate surface, at different depths, has a relatively uniform microstructure composed of fine grains near the substrate.
surface and a bimodal grain size distribution at intermediate depths.

Electrochemical deposition of copper at very slow rates leads to a columnar structure with deep crevices [83]. This structure is explained theoretically to be a result of competition between local and nonlocal growth effects.

3.6.4 Development of Texture

Here we examine models that try to explain how textures develop during deposition on oriented (single crystal), textured, polycrystalline, and amorphous substrates. We select electrodeposition of nickel as a model system.

3.6.4.1 Single-crystal Substrate

Single crystals are selected as substrates for two main reasons: (1) to eliminate the effect of grain boundaries and (2) to eliminate the heterogeneity of the substrate due to the presence of grains of various orientations and, thus, various exchange current densities. Single-crystal substrates exert a strong epitaxial influence on the growth process. In epitaxial growth, the structure of the deposit is a continuation of the structure of a substrate metal. Froment and coworkers [84] have shown that the epitaxial Ni growth from Watts solution starts with the formation of TECs. TECs then coalesce to give a continuous epitaxial layer. Further growth is complex and involves two different nucleation processes: 3D epitaxial nucleation and independent nucleation. The first process includes epitaxial growth and the second one includes nonepitaxial growth. The balance between these competitive processes depends on the substrate orientation and the deposition conditions; for example, on a (100) Cu face, epitaxial growth continues beyond a Ni deposit thickness of 10 µm. In this case, further growth via the independent nucleation is predominant, and the transition occurs from the epitaxial growth to the polycrystalline growth.

3.6.4.2 Polycrystalline Randomly Oriented Substrate

Electrodeposition on a randomly oriented polycrystalline substrate can result in the development of preferred orientation, or texture, in thicker deposits. In a polycrystalline material, the crystallographic axis of individual grains (individual crystallites) that constitute the material are randomly oriented with respect to the axes of a fixed reference system (Fig. 33a). If one or more

![Fig. 33](image)
crystallographic axes of grains constituting a polycrystal are fixed (have the same orientation) with respect to the axes of the reference system, the polycrystalline material exhibits preferred orientation or texture (Fig. 33b). The development of texture can occur during the deposition or the postdeposition processing.

The competitive growth model of the development of texture during deposition is based on the idea that different crystal faces have different rates of growth. Thus, there is a growth rate competition between crystallites of various orientations. Crystallites of various orientations could be generated either during the preferential nucleation process or during the competitive growth mechanism subsequent to the stage of coalescence. The type of texture depends on the composition of electrolyte, substrate, the overpotential, and so on.

3.6.4.3  Amorphous Substrate
An amorphous substrate (e.g., vitreous carbon) is without any epitaxial influence; it is inert with respect to the growth process of the deposit. Froment and coworkers [84] showed that in the initial stages of the Ni growth from Watts’ solution on vitreous carbon substrate, orientation of individual 3D nuclei is random. They also showed that a newly coalesced compact deposit has perfectly random orientation. From these observations, they concluded that the texture of thicker Ni deposits in this case is the result of a competitive growth mechanism occurring in a stage of growth subsequent to the coalescence stage.

In Sect. 3.7.1, we present one example which shows how texture may determine the physical properties and reliability of thin films.

3.6.5  Dendrites
Dendritic deposits grow under mass transport–controlled electrodeposition conditions. These conditions involve low concentration of electrolyte and high current density. A dendrite is a skeleton of a monocrystal consisting of stem and branches. The shapes of the dendrites are mainly determined by the directions of preferred growth in the lattice. The simplest dendrites consist of the stem and primary branches. The primary branches may develop secondary and tertiary branches. The angles between the stem and the branches, or between different branches, assume certain definite values in accordance with the space lattice. Thus, dendrites can be two dimensional (2D) or three dimensional (3D).

Figure 34 shows the fractal structure of a flat 2D electrodeposited copper leaves at increasing magnification: 64, 256, 523, and 1024. Fractal objects are the same on different observation scales. The thickness of the deposit in Fig. 34 is of the order of 200 nm. Copper is in its normal fcc structure, but has many microcrystals whose size is not larger than 20 nm.

The dendrite growth process may be described on the basis of cluster growth model of diffusion-limited aggregation (DLA) and fractal concepts in surface growth [83, 85].

3.6.6  Whiskers
Whiskers grow in the presence of large growth-inhibiting molecules, which usually show a preferential adsorption on certain crystal plains. Incorporation of adsorbed particles in the crystal [86] and internal stress generated during the electrodeposition are major causes of whisker
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The two important characteristics of whiskers are (1) large ratio between the longitudinal and the lateral dimensions and (2) preservation of the lateral dimensions during the growth [30].

3.6.7 Electrical Resistance

According to the modern quantum electronic theory [1, 88, 89], electrical resistivity of a metal results from the scattering of electrons by the lattice. In a perfect lattice, electrons experience no scattering, and they can carry current without any attenuation. A real metal lattice departs from perfect long-range order, and electrons are scattered by imperfections in the lattice potential.

If we assume that all the current is carried by carriers with the same effective mass and velocity, then the resistivity $\rho$ is given by

$$\rho = \sum s \rho_s$$  \hspace{1cm} (87)

where $\rho_s$ is the resistivity introduced by the scattering event $s$. The major components of the lattice imperfection are

$$\rho_l = \rho_{\text{imp}} + \rho_{\text{gb}} + \rho_{\text{disl}}$$  \hspace{1cm} (88)

where $\rho_{\text{imp}}$ is the impurity resistivity, $\rho_{\text{gb}}$ is the grain-boundary resistivity, and $\rho_{\text{disl}}$ is the dislocation resistivity.

Fig. 34  Sequence of pictures showing different magnifications of the same leaf (from Ref. 85 with permission from Materials Research Society).
Knowledge of the electrical resistance as a function of temperature is of great importance in the semiconductor technology (Sect. 3.7) since in the fabrication of integrated circuits (ICs), silicon chips are subjected to multiple curing (annealing) cycles. The significance of understanding the annealing processes is demonstrated here for the case of bilayer Co(P)/Cu. Thin films of electroless Co(P) may be considered as cladding materials for copper conductors in the fabrication of ICs. The concern here is the interdiffusion and, thus, the integrity of copper conductors. Diffusion of Co into Cu conductors could increase the electrical resistance of Cu. Paunovic et al. [90] found that during the heat treatment, the single-phase structure of as-deposited Co(P) is transformed into the two-phase structure of Co and Co$_2$P. The metallic compound Co$_2$P is formed at temperatures above 450°C. The two-phase structure of Co(P) is a crystal mixture of hexagonal-close-packed (hcp) Co and Co$_2$P. In addition, after heating to 440°C, hcp Co changes into a mixture of hcp and fcc Co. Since Co$_2$P is a high-resistivity semiconductive material, the resistivity component $\rho_{\text{imp}}$, Eq. (88), increases after the formation of the new phase. These structural changes can explain the increase of the sheet resistance at the end of the thermal cycle [90]. This example illustrates the significance of understanding the annealing processes in the fabrication of ICs well.

### 3.6.8 Mechanical Properties

One interesting example is electroless Ni(P). Electroless Ni(P) is harder and has better corrosion resistance than electrodeposited Ni(P). Nonmagnetic electroless Ni(P) is used as an underlayer in high-density metallic memory disk fabrication to improve the mechanical finish of the surface. Thus, hardness, wear resistance, and corrosion resistance have been major properties determining the technological applications of electroless Ni(P) in the electronic, aerospace (stators for jet engines), automotive, machinery, oil and gas production, power generation, printing, and textile industries.

It is interesting to note that Brenner and Riddell [1, 43] “accidentally encountered” electroless deposition of nickel and cobalt during the electrodeposition of nickel–tungsten and cobalt–tungsten alloys (in the presence of sodium hypophosphite) on steel tubes in order to produce material with better hardness than steel. They found deposition efficiency to be higher than 100%, which was explained by the contribution of electroless deposition to the electrodeposition.

### 3.7 Applications in Semiconductor Technology

#### 3.7.1 Introduction

The most active areas in the modern applications of electrochemical deposition are semiconductor technology and magnetic recording.

One major recent advance in silicon-based semiconductor industry is the development of copper interconnects on chips. This new technology replaces the traditional aluminum or aluminum alloy (e.g. Al–Cu) conductors produced by physical vapor deposition (PVD) with copper conductors manufactured by electrodeposition. Copper has been replacing aluminum since 1999 owing to its low bulk electrical
resistivity and superior electromigration resistance in comparison with aluminum. The electrical resistivity of pure Al and Cu are 2.9 and 1.7 $\mu\Omega\text{cm}$, respectively, and that for Al alloys is 3–4 $\mu\Omega\text{cm}$. The activation energies for electromigration, using identical structures and experimental conditions, are 0.81 and 1.1 eV for Al (0.5 wt% Cu) and Cu, respectively [91–94]. Lower electrical resistivity results in higher speed of devices. Higher electromigration resistance (higher activation energy for electromigration) results in higher reliability and, thus, lower failure rate of interconnects. The related measure of reliability, the median time to failure (MTF) $t_{50}$ (time to 50% cumulative failure), due to electromigration is given by an Arrhenius-type equation

$$t_{50} = A J^{-n} \exp\left(\frac{E_a}{kT}\right)$$

where $E_a$ is the activation energy for grain-boundary diffusion, $n$ is the current density exponent, $J$ is the current density, $T$ is the temperature, $k$ is the Boltzmann’s constant, and $A$ is a constant [92, 95].

The number of transistors per chip is increasing continuously (for a microprocessor, the total number of transistors per chip was 11, 21, and 40 M (million) for years 1997, 1999, and 2001, respectively) and the physical feature size of transistors is decreasing; consequently the dimensions of interconnections (interconnects) on the chip are scaling down; for example, linewidths were 0.25, 0.18, 0.15, and 0.10 $\mu\text{m}$ in the years 1997, 1999, 2001, and 2006, respectively. This scaling down of interconnects on chips requires interconnect metal of high quality and better understanding of physical properties of thin films [96].

The required degree of understanding of physical properties of thin metal films used for interconnects on chips is illustrated in the following example. It was found that the performance of conductors on chips, Al or Cu, depends on the structure of the conductor metal; for example, Vaidya and Simha [97] reported that the measured MTF of Al-0.5% Cu thin films is a function of three microstructural variables (attributes): its median grain size $s$, the statistical variance $\sigma^2$ of the grain size distribution, and the degree of the (111) fiber texture in the film. They showed that the dependence of electromigration resistance, $R_{em}$, on microstructure can be expressed as the product of the median grain size and normalized film texture, when divided by the variance of the grain size spread

$$R_{em} = k\left(\frac{s}{\sigma^2}\right)\log\left(\frac{I_{111}}{I_{200}}\right)^3$$

where $k$ is a constant. This equation shows that strong (111) texture is beneficial for the reliability of Al–Cu interconnects. It was proposed that the above equation could be used to predict the electromigration resistance of Al thin films, independent of the deposition technique. The corresponding equation for Cu interconnects has not yet been established. However, there is extensive work in progress in this direction.

In this section, we review the present manufacturing processes and discuss the challenges facing the extendability of these processes to the new generation of IC products. There are three primary fabrication processes: (1) metal-reactive ion etching (RIE), (2) dielectric RIE, or damascene, and (3) through-mask deposition process.

The metal-RIE process is used in the fabrication of Al interconnects on chips. In this process, a blanket thin film of Al (or Al alloys, like Al–Cu, Al–Si) is deposited and then etched in a reactive plasma (RIE) through a photoresist stencil. After RIE,
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3.7.2 Deposition of Cu Interconnections on Chips

The change from Al to Cu interconnects required a change in the fabrication process from metal RIE to dielectric RIE since it is difficult to pattern Cu by RIE [98]. Multilevel Cu interconnections on chips are now fabricated using a dielectric-RIE process. In this process, a blanket Cu deposition is followed by chemical–mechanical polishing (CMP) of Cu [99]. This approach is known as a damascene process (process that has been used in Damascus for centuries to form inlaid metal features on jewelry). Figure 36 illustrates the process sequence for a single damascene process. This IC fabrication process starts with the deposition of a dielectric layer on Si wafer, patterning it using photolithography and dielectric RIE. After patterning the dielectric, the barrier metal and the Cu seed layer are deposited using physical or chemical vapor deposition (CVD). Finally, Cu is electrodeposited into the recesses, trenches (lines) and vias (holes). The excess of the deposited Cu on the upper surface is removed by CMP [99]. In the
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Fig. 36 Process steps for forming Cu interconnects using single damascene process (dielectric patterning); (a) substrate, (b) dielectric deposition, (c) dielectric RIE through photoresist stencil, (e) PVD or CVD of diffusion barrier and Cu seed layer, (f) electrodeposition of Cu into via (vertical interconnection), (g) CMP of Cu excess, (h) patterning and deposition of Cu line (wire).

dual damascene process, vias and trenches are patterned and filled with Cu at the same time (Fig. 37).

Selective Cu deposition process was suggested as an alternative process for the fabrication of multilevel Cu interconnections (Fig. 38). This process is known as through-mask deposition process [100]. The first step in this process is the deposition of a Cu seed layer on Si wafer; then a resist mask is deposited and patterned to expose the underlying seed layer in vias and trenches. In the next step, Cu is deposited to fill the pattern. After the Cu deposition mask is removed, the surrounding seed layer is etched, and the dielectric is deposited. Electroless Cu deposition was suggested for blanket and selective deposition processes [101, 160].

A variation of the selective Cu deposition process, limited to electroless Cu deposition, is the lift-off process, known as a planarized metallization process [102]. Figure 39 shows a process sequence for this technology.

There is a basic difference between the damascene and the plating-through-mask processes in the way in which the trenches and vias are filled with electrochemically deposited Cu, either through electro- or electroless technique. In multilevel metal structures, vias provide
a path for connecting two conductive regions separated by interlevel dielectric (ILD). In a damascene process, the Cu deposit grows from the active bottom and sidewalls (Fig. 40a). Preferred growth from the bottom may be achieved by the addition of suitable additives [103, 104]. In the plating-through-mask process, the bottom is active, the sidewalls are inactive, and Cu deposit grows from the bottom, Fig. 40b [105]. In all these considerations, one has to take into account the active surface area and current distribution [106, 107].

One of challenges in the fabrication of interconnections on chip is the electrodeposition of Cu in vias of small diameter (<0.2 μm) and high aspect ratio, height/width ∼2. Modeling of these processes shows that new Cu electrodeposition solutions and new deposition techniques are necessary to solve problems introduced by the development of new ICs [108].

3.7.3 Diffusion Barriers and Seed Layer

Copper introduces new problems in the fabrication of interconnects on chips. The most important one is the diffusion of Cu into Si, SiO₂, and other dielectrics [92], and reaction of Cu with Si forming silicides [109]. Diffusion of Cu through Si results in the poisoning of devices (transistors) and diffusion through SiO₂, dielectrics, leads to the degradation of dielectrics, which can result in
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shorts between interconnects. Thus, diffusion barrier layers are an integral part of the fabrication of copper interconnects (Figs 36, 37). Barrier films isolate (encapsulate) Cu interconnects from adjacent dielectric material. The most studied diffusion barriers are Ta [110, 111], Ti, and TiN [112, 113].

Since barrier metals have relatively high electrical resistivity (Ta 12.4; Ti 80 µΩcm) it is necessary to cover the barrier layer with a conductive metal layer (seed layer). This conductive metal layer is a Cu seed layer, which is deposited using PVD or CVD techniques (Figs 36, 37). When the electrodeposition of Cu on a barrier/Cu seed layer bilayer is finished, vias and trenches are filled with Cu, and excess of Cu is removed using CMP (Figs 36g,h, 38d). The exposed Cu in lines needs capping with a
Fig. 39  The process sequence for the lift-off process (the planarized metallization process); (a) a resist film is patterned on a dielectric film, (b) dielectric patterning, (c) thin catalytic film layer (PVD or CVD Ti, Al) is deposited, (d) a lift-off technique removes the excess material, leaving the catalytic layer in the trench only, (e) electroless Cu deposition.

Barrier material to prevent diffusion. Two types of capping material may be used: metals (alloys) and dielectrics. The suggested selectively deposited metal barriers (Fig. 41a) are electroless Co(P), Co–Ni(P), Co–W(P), and selective CVD(W) [114, 115]. The preferred dielectric barrier material (Fig. 41b) is blanket SiN₆. The result of capping is a fully encapsulated Cu line (Fig. 41).
It can be seen from the above discussion that Cu is electrodeposited in vias and trenches on a bilayer: barrier metal/Cu seed layer. In cases when the barrier layer is composed of two layers (e.g. TiN/Ti), Cu is electrodeposited on a trilayer: barrier bilayer/Cu seed layer. This type of underlayer for the electrodeposition of Cu raises a series of interesting theoretical and practical questions of great significance regarding the reliability of interconnects on chips. In Sect. 3.7.1, we have shown that the reliability of interconnects depends on the microstructural attributes of the electrodeposited Cu (for Cu-based interconnects). These microstructural attributes, such as grain size, grain size distribution, defect density, and texture, determine the mechanical and physical properties of thin films. Thus, one basic question in the above-mentioned series of questions is the problem of the influence of an underlayer barrier metal on the microstructure of the Cu seed layer. The second question
is the influence of the microstructure of Cu seed layer on the structure and properties of electrodeposited Cu [116]. Zielinski et al. [116] showed that Cu microstructure is sensitive to the texture and microstructure of the barrier metal; for example, textural inheritance was observed on Ta underlayer. In this case, there is quasi-grain-to-grain epitaxy. In addition, the presence of a barrier layer can further influence microstructural evolution upon annealing. Tracy et al. [117] determined that a strongly textured underlayer, such as Ti or Ti/TiN, induces a similar strong texture in the Cu. A strong Ti texture is passed to TiN, which passes the texture to Cu (or to Al–Cu). Tracy and Knorr [118] determined that a typical copper film consists of three texture components: (111), (200), and random. Indeed, (200) and (111) texture components are possible under some deposition conditions.

Integration of Cu with a dielectric introduces new problems and challenges [119] (Fig. 42); for example, if polyimides are used as intermetal dielectrics, the reliability concerns are the corrosion of the underlying metal and the adhesion of metal films to the polyimide underlayer (101).

The above discussion on the influence of underlayer on microstructure and reliability of interconnects in IC illustrates the need for an in-depth understanding of the process of deposition and the physical and mechanical properties of electrodeposited Cu used in IC fabrication. There are great challenges and great opportunities for high-level studies of electrochemical deposition.

3.8 Applications in Magnetic Recording Industry

3.8.1 Introduction

In the present technology, digital magnetic recording system in the computer industry
consists of three components: inductive magnetic write head, giant magnetoresistive (GMR) read head, and magnetic recording medium, Fig. 43.

Electrochemical deposition is applied in the fabrication of all the three components in at least one layer, magnetic or nonmagnetic. Magnetic layers and Cu coil in the write head electromagnet are fabricated by electrodeposition. Magnetic layers in the read head and in the recording medium are fabricated by vacuum deposition techniques. Electrodeposition is used for the fabrication of shields in the GMR read head, and electroless deposition is used to fabricate the underlayer in the rigid (also called hard) disk magnetic medium. In this section, we discuss all the three components of a magnetic recording system.

3.8.2 Write Heads

Inductive magnetic write (recording) head consists of three main structural parts: C-shaped magnetic core (pole, yoke), gap, and coil (Fig. 43). It can be seen that a write head is an electromagnet. Electrical current in the coil generates a magnetic field across the gap of the write head. This magnetic field magnetizes the moving magnetic recording medium below. The writing current has one magnitude and two possible directions (+ or −), corresponding to positive and negative saturation magnetization of the storage medium. Thus, this type of recording is digital, that is, there are only two states of magnetization: one state for 1 bit and the other state for 0 bit. These digital magnetic recordings (data) on the recording surface are discrete (quantized), magnetized domains. The storage medium must be capable of retaining the sequence of permanent magnetic states. This is related to the hysteretic behavior of the magnetic recording medium (Appendix A1).

Most (thin-film) inductive magnetic heads have a magnetic core and coil fabricated by electrodeposition using
the plating-through-mask technique (see Sect. 3.7.2). The substrate is usually made of a ceramic, such as Al$_2$O$_3$TiC (aluminum titanium carbide) about 2-mm thick. The bottom pole is electrodeposited first. Poles are made of magnetically soft (Appendix A2) metallic alloy, the most common being Permalloy, an alloy of 80 at% Ni and 20 at% Fe (henceforth referred to as Ni$_{80}$Fe$_{20}$). Since electroplating cannot be done on an insulating ceramic substrate, a seed layer of Permalloy of thickness 80–100 nm is first deposited on the substrate by sputtering. The Permalloy poles are single layered and about 2–4-µm thick. After the bottom pole deposition, a layer of an insulator, SiO$_2$ or an organic polymer, is deposited.

After the bottom pole and insulator, a microwinding Cu coil is electrodeposited [121]. The insulator has to be prepared for the electrodeposition of Cu. This preparation involves the deposition of Cr/Cu bilayer by sputtering or evaporation. First, a thin layer (10 nm) of Cr is deposited onto the insulator. The function of the Cr layer is to provide a bonding layer between the insulator and Cu. A thin (50–100 nm) layer of Cu seed layer is then sputter deposited on Cr layer to provide sufficient electrical conductivity for subsequent electrodeposition of Cu. Cu is electrodeposited using deposition-through-mask technique. After electrodeposition of Cu coil, an insulator layer is deposited between the coil and the top pole layer. The top Permalloy pole is electrodeposited in the same way as the bottom pole layer, on thin sputter-deposited Permalloy underlayer (50–100 nm). The top and bottom pole layers are in contact. Finally, Cu interconnect pads, about 25-µm thick, are electrodeposited. The entire structure, poles and coil, is protected by an overcoat, usually sputtered Al$_2$O$_3$. The dimensions of an actual fabricated write head are about 100 × 100 µm.

The function of the write (record) head is to generate a high magnetic field across the gap (H$_g$) in order to write on the high coercivity storage media. The magnetic field across the gap, H$_g$, increases with applied current through the Cu coil according to the equation

\[ H_g = \eta \frac{N_w I}{g} \]

(91)

where \( \eta \) is the head efficiency, \( N_w \) is the number of turns in Cu coil on the write head, \( I \) is the applied current, and \( g \) is the gap length. The efficiency \( \eta \) increases with an increase in the relative permeability \( \mu_r \) of the pole material. In the recent designs, \( N_w \) is increased to 54 turns, and typical write heads have a multilayer Cu coil structure (e.g. four layers). The gap magnetic field \( H_g \) is limited by the saturation magnetization \( M_s \) of the pole material

\[ H_{g,max} \approx 0.8 \times M_s \]

(92)

Thus, advanced materials for write head should have high saturation magnetization. An increase in performance parameters such as the increase in bit density, that is, decrease in bit size and high data rate (high switching rate), has created a demand for new material for storage media and the magnetic material in the write head poles. Now computers have bit densities of more than 10 Gbits/inch$^2$ and bit sizes of about 3 µm by 0.18 µm. A bit density of 100 Gbits/inch$^2$ is under development. The size of the smallest bit length \( a \) is a function of the coercivity of the media \( H_c \), the magnetization of the media \( M_t \),
and the thickness $d$ of the media

$$a = \frac{M_r}{(d/2\pi)} H_c$$

(93)

Thus, one method of obtaining small bit sizes is to increase the coercivity ($H_c$) and to decrease the thickness of the medium ($d$). An increase in media coercivity (beyond 2000 Oe) requires an increase in the saturation magnetization $M_s$ of the write head pole material in order to get higher coercivity $H_{c,max}$ (Eq. 92) beyond that of Ni$_{80}$Fe$_{20}$ Permalloy. A higher bit density results in a higher data rate. Permalloy, Ni$_{80}$Fe$_{20}$, has an $M_s$ of 1.0 T. $M_r$ cannot be reduced to decrease $a$ in the above equation because a high $M_r$ is required for the read process.

Pole materials in new write heads should have the following properties [100, 121–124]:

1. Saturation induction (saturation flux density): $B_s \geq 2.0$ T ($B_s$ well above that of Ni$_{80}$Fe$_{20}$ Permalloy, 1 T)
2. Coercivity: $H_c < 1$ Oe
3. Magnetocrystalline anisotropy field: $H_{k}$ in the range of 6 to 12 Oe
4. Permeability: $\mu_r > 1000$
5. Electrical resistivity of the order of 100 $\Omega$cm
6. Saturation magnetostriction constant: $\lambda_s = \pm 2 \times 10^{-7}$.

All these requirements make the research for new materials difficult and challenging, but very attractive and interesting.

Three main directions in the research on new magnetic pole materials are (1) to change the composition of Permalloy; to develop a new Ni$_x$Fe$_y$ binary alloy; (2) to replace Ni with Co in Permalloy, thus forming a new binary alloy, Co−Fe; (3) to add a third element to binary alloys, for example, Co, Cu, or Cr, thus forming ternary alloys. The addition of Co to Permalloy, for example, results in Ni−Fe−Co alloys [124, 125], addition of Cu to Co−Fe results in Co−Fe−Cu, and addition of Cr to Co−Fe results in Co−Fe−Cr alloy. The most studied ternary alloys are Ni−Fe−Co alloys [124, 125].

It was found in approach (1) above that an increase in the Fe content of electroplated Permalloy, from 20 to about 55% increases the saturation magnetization from 1.0 T for Ni$_{80}$Fe$_{20}$ to 1.6 T for Ni$_{45}$Fe$_{55}$. Co$_{55}$Ni$_{12}$Fe$_{23}$, from approach (2), has an $M_s$ of 2.1 T [124, 125].

Very intensive research is going on now to find material that satisfies all the above-mentioned (1–6) requirements. So far, no material satisfies all requirements.

### 3.8.3 Read Heads

Thin-film inductive heads may be used for reading processes also. When used in the reading process, read heads intercept the magnetic field from the recorded magnetization pattern in magnetic recording medium and convert it into electrical signals, which are then detected and decoded. A significant improvement in the reading process was achieved by the introduction of a separate read head using magnetoresistive (MR) effect to sense the magnetic field (data) in the magnetic storage medium.

The MR effect is a change of electrical resistivity of a metal or alloy when it is in a magnetic field. This change in resistivity due to the magnetic field can be used to sense magnetic field (data) in the magnetic medium. An MR read head is schematically shown in Fig. 43. It can be seen that the MR sensor is placed between two shields in order to reduce the pulse width of the MR sensor. The most
commonly used MR sensor material is ion beam–sputtered Permalloy (Ni$_{81}$Fe$_{19}$). The most commonly used material for MR head shields is the electrodeposited Permalloy. When the sensor of the read head intercepts the magnetic field from the magnetization pattern in magnetic recording medium, the resistance $R$ of the sensor, through which a constant current $I$ passes, changes and this results in a change in the voltage $V$

$$\Delta V = I \Delta R \tag{94}$$

For Permalloy and Co–Fe alloys, the decrease in resistivity is about 2–6% of the resistivity in the absence of the magnetic field, at room temperature [126].

Permalloy shows an MR effect and also an anisotropy of resistivity effect. In anisotropy of resistivity, the electrical resistivity depends on the mutual orientation of the magnetic field and the current through the sample. Both these effects are interpreted on the basis of the two-band (two-current) model [127–129]. According to this model, two groups of electrons carry current independently in parallel. These two groups are spin $\uparrow$ (spin up) and spin $\downarrow$ (spin down). There is different scattering of spin $\uparrow$ and spin $\downarrow$ electrons, resulting in different electrical resistivity $\rho$, $\rho \uparrow$, and $\rho \downarrow$. Thus, the conduction takes place by two currents (spin $\uparrow$ and spin $\downarrow$). In resistivity anisotropy, the difference in resistivity for currents perpendicular to and parallel to the magnetization direction is due to the spin-orbit-induced resistivity transfer from the spin-down electron current to the spin-up electron current [130].

Enhanced magnetoresistive effect, called giant magnetoresistance (GMR) effect, was observed in magnetic layered structures consisting of magnetic/nonmagnetic metal multilayers [131, 132]. First, GMR multilayers were produced by vacuum deposition technique. In the absence of a magnetic field ($H = 0$), magnetic metal layers are arranged (coupled) antiferromagnetically (AF) (Fig. 44). During the magnetization of these multilayers, the applied magnetic field aligns the magnetic moments of successive layers. In a number of multilayer systems, an antiferromagnetic (AF) arrangement is changed into a ferromagnetic (F) one (Fig. 44). The electrical resistance decreases when the film magnetizations rotate from the AF to the F alignment. Thus, the resistivity of these systems is strongly dependent on the magnetic state of the magnetic layers in the multilayer structures. The theory of this change in resistivity is based on an extended theory of electrical resistivity of metals. According to the modern quantum electronic theory, the electrical resistivity of metals results from the scattering of electrons by the lattice [89, 90, 133]. The extended theory takes into account the spin of electrons and the spin-dependent scattering in the film and at the interfaces between films [134, 135]. An image of the specimen magnetization may be obtained by scanning electron microscopy with polarization analysis (SEMPA).

The GMR multilayers require a large saturation field ($>10000$ Oe) to overcome the antiferromagnetic coupling of magnetic layers in order to display the large GMR ratios. These multilayers are potentially useful for application in magnetic read heads.

Parkin et al. [136] reported saturation magnetoresistance values ($\Delta R/R$) of more than 65% at room temperature ($295$ K) in magnetron-sputtered [137] antiferromagnetic Co/Cu multilayers. The magnitude of magnetoresistance is usually expressed by $\Delta R(H)/R_0$, or simply $\Delta R/R$, where $R(H)$ is the resistance in field $H$, $R_0 = R(H = 0)$ is the sample resistance.
in zero magnetic field, and \( \Delta R(H) = R(H) - R_0 \). Figure 45 shows \( \Delta R/R \) (%) as a function of the magnetic field curves for four identical \([\text{Co}(10 \text{ Å})/\text{Cu}(9 \text{ Å})]_{16}\) multilayers, consisting of 16 bilayers of Co/Cu, grown on 50 Å Cu or Fe buffer underlayers with 50 Å Fe or Cu capping (over) layers. It can be seen that the shape of the resistance curves is distinctly different, depending on the type of over- and underlayers. This effect of over- and underlayers is explained in terms of current shunting [136]. In a zero field, adjacent Co layers are aligned (coupled) antiferromagnetically with respect to one another [138]. Bird and Schlesinger [139] reported peak GMR values of 55% in electrodeposited \([\text{Co}/\text{Cu}]_n\) multilayers with \( n = 600 \).
These multilayers were deposited potentiostatically from a single solution containing both Co and Cu ions with a Co:Cu ratio of 100:1. The potential of the cathode was pulsed between $-1.40 \, \text{V (versus SCE)}$ for the cobalt deposition and $-0.65 \, \text{V (versus SCE)}$ for the copper deposition with an $\approx 3 \, \text{s cell potential interrupt between the Co-to-Cu transition.}$ Nesbet published a critical review of theoretical studies of spin-dependent conductivity in GMR [140].

One problem of the application of GMR multilayer structures is that saturation magnetic fields are generally greater than 1000 Oe. Dieny et al. [141] eliminated this problem in 1991 by discovering the spin valve effect. They reported the GMR
effect in low magnetic fields, *low-field GMR*, for sandwiches consisting of two uncoupled ferromagnetic layers separated by ultrathin nonmagnetic metal. The original Permalloy spin valve structure is Si/150 Å NiFe/26 Å Cu/150 Å NiFe/100 Å FeMn/20 Å Ag. It has a GMR ratio \((\Delta R/R)\) between 2 and 6%. Insertion of Co layers at each NiFe/Cu interface enhances the GMR ratio \([134, 142]\). After the publication of 1991, many variations of the spin valve structure were reported; for example, Anthony et al. reported a spin valve structure displaying a GMR ratio of 12% \([143]\).

The GMR head technology was brought into production in 1998 (10 years after the discovery of the GMR effect).

There are no reports on spin valve structures built by electrodeposition. One possible difficulty of the use of electrodeposition is the ultrathin thickness of metal layers in these structures.

### 3.8.4 Magnetic Recording Media

There are two types of magnetic recording media: particulate media and thin-film media. *Particulate media* are composed of magnetic particles embedded in an organic polymer matrix. The most commonly used particles are \(\gamma\)-Fe\(_2\)O\(_3\) (gamma ferric oxide), cobalt-modified gamma ferric oxide, \(\gamma\)-Fe\(_2\)O\(_3\) + Co, CrO\(_2\) (chromium dioxide), metal particles (Fe−Ni, Fe−Co), and barium ferrite (BaFe\(_{12−2x}\)Co\(_x\)Ti\(_x\)O\(_{19}\)). The metal particles and barium ferrite are preferred materials for high-density applications. Particulate magnetic media are prepared by chemical precipitation techniques. The coercivity of particulate media is in the range 250 to 2300 Oe \([144]\).

In the early 1960s, particulate media dominated the rigid disk as well as the tape industry. An increase in performance parameters such as the increase in bit density and high data rate (high switching rate) has created a demand for new material for storage media. In the late 1980s, it was realized that it is easier to get higher performance for thin-film disks than for particular disks. Thus, particulate media for rigid disks were replaced by superior *thin-film media*. Particulate media are now used in floppy drives and magnetic tapes, and almost all advanced disk drives use thin films.

Thin-film recording media evolved in three major deposition stages: electrochemical, physical-electrochemical, and physical deposition \([145, 146]\).

1. **Electrochemical deposition**: All the early thin-film recording media were electroless or electrodeposited cobalt or cobalt alloys. Electroless Co(P) deposits contain 2−4% P. The coercivity \((H_c)\) of these deposits is a function of the deposit thickness \(d\) according to one of the two functions, depending on deposition conditions \([147–149]\)

\[
H_c = d^{-1/3} \quad \text{or} \quad H_c = d^{-2/5}
\]

Figure 47 shows \(H_c\) as a function of the deposit thickness for Co(P) deposited from chloride and sulfate electroless Co solutions. Fisher and Chilton \([147]\) reported \(H_c\) values of 470 and 360 at thicknesses of 4000 and 10,000 Å, respectively, for crystalline isotropic Co(P) deposits. The demand for higher recording density, smaller \(a\) (Eq. 93), resulted in the research on thinner Co(P) deposits of higher coercivity. Maradzadeh \([148]\) reported a coercivity of 80−900 Oe for electroless deposits of about 800 Å thick. Judge et al. reported a coercivity of 1100 Oe for thinner (600 Å) Co(P) deposits (Fig. 47).

Further increase in coercivity was achieved by the addition of Ni to Co(P)
and, thus, depositing electroless Co–Ni(P) alloy. Judge et al. [149] reported a peak coercivity of 1300 Oe for electroless Co–Ni(P) with 10–30% Ni and thickness of 450–680 Å. Electrodeposited Co–Ni–(P) alloys show coercivity of 1020 Oe at the thickness of 3200 Å [150].

Figure 48 shows the general structure of electroless deposited thin-film recording medium (rigid disk from 1980s) consisting of a substrate, an underlayer, magnetic layer, and an overcoat. The substrate is an Al–Mg alloy and the underlayer is electroless Ni(P). Ni(P) should be deposited in such a way that it is nonmagnetic (see

<table>
<thead>
<tr>
<th>Disk cross section</th>
<th>Thickness</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lubricant</td>
<td>10 Å</td>
<td>Dipping</td>
</tr>
<tr>
<td>Protective layer (C)</td>
<td>150 Å</td>
<td>Sputtering</td>
</tr>
<tr>
<td>Magnetic layer (Co alloy)</td>
<td>-500 Å</td>
<td>Electroless deposition</td>
</tr>
<tr>
<td>Underlayer (Ni–P)</td>
<td>-10 μm</td>
<td>Electroless deposition</td>
</tr>
<tr>
<td>Substrate (Al–Mg alloy)</td>
<td>-0.6 mm</td>
<td></td>
</tr>
</tbody>
</table>
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Most magnetic thin-film layers are electroless Co(P) and Co−Ni(P) alloys. Overcoat is a bilayer consisting of SiO₂ and a lubricant.

2. Physical–electrochemical deposition: Figure 49, shows a schematic cross section of the currently dominant magnetic disk structure. The substrate is the Al−Mg or Al−Si−Cr alloy. The underlayer is a bilayer consisting of sputtered Cr and electroless Ni(P). The magnetic layer is a sputtered Co alloy. Thus, in this new

![Diagram of disk cross section](image)

**Fig. 49**  Schematic cross section of a dominant thin-film magnetic disk structure.

<table>
<thead>
<tr>
<th>Disk cross section</th>
<th>Thickness</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lubricant</td>
<td>10 Å</td>
<td>Dipping</td>
</tr>
<tr>
<td>Protective layer (c)</td>
<td>150 Å</td>
<td>Sputtering</td>
</tr>
<tr>
<td>Magnetic layer (Co alloy)</td>
<td>300 Å</td>
<td>Sputtering</td>
</tr>
<tr>
<td>Underlayer (Cr)</td>
<td>500 Å</td>
<td>Sputtering</td>
</tr>
<tr>
<td>Sublayer (Ni−P)</td>
<td>~10 µm</td>
<td>Electroless deposition</td>
</tr>
<tr>
<td>Substrate (Al−Mg or glass)</td>
<td>~0.6 mm</td>
<td></td>
</tr>
</tbody>
</table>

![Diagram of disk cross section](image)

**Fig. 50**  Schematic cross section of a thin-film disk with complex, multilayer structures of magnetic layer and underlayer (from Ref. 157 with permission from American Institute of Physics).
technology (since the late 1980s), only one
layer is electrolessly deposited. Today, elec-
trochemically plated magnetic thin films are
no longer used in manufacturing. A chromium underlayer is introduced
to control the microstructure and mag-
netic properties of the Co alloy magnetic
recording layer [151–153]. The dominant
overcoat is sputtered hard carbon (DLC,
diamond-like carbon).

Concerns about the corrosion of thin
films resulted in the evaluation of Co–Pt
alloys. Sputtered Co–Pt magnetic thin
films containing 25% Pt and 500 Å thick
have a coercivity of 1700 Oe [154]. A co-
ercivity higher than 3000 Oe was obtained
with Co–Cr–Pt–B sputtered media [155]
on 3000 Å thick Cr underlayer (no interme-
diate layer is required). Boron, the fourth
element, is added at an amount of about 3
to 7 at%. A coercivity of 4200 Oe was ob-
tained for sputtered Co–Cr–Pt alloys for
a thickness range between 100 and 350 Å.
These films require a Cr underlayer and a
special intermediate layer composed of Co
or Co–Cr–Ta [156].

3. Physical deposition: Recent disks with
glass substrate do not have the Ni(P) un-
derlayer [156]. Thus, the last electroless
layer, Ni(P), is eliminated in some prod-
ucts. The underlayers considered currently
have complex structures composed of up
to three layers. Thin-film magnetic lay-
ers are complex and composed of three
layers [157], Fig. 50.

Currently it appears that further research
on electrochemical deposition of magnetic
thin films is of academic interest only. This
research can be very useful in developing
new structures and new ideas that can be
later adopted by physical techniques of
deposition. Recent developments in
this area include work on longitudinal
and perpendicular magnetic recording
media [158, 159].

Thompson and Best discuss the future
of magnetic data storage technology [120].
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Appendix

A1 Magnetization and Hysteresis Loops for Hard Magnetic Material

Consider a torus of Co−Ni(P) alloy wrapped with a coil of insulated copper wire as shown in Fig. 51. When the current \( I \) on the torus is first turned on, the magnetization \( M \) increases with increasing \( H \) along the curve \( a \) (Fig. 52). At higher values of \( H \), the magnetization curve levels off, remaining nearly constant with further increase in \( H \). This maximum magnetization of a magnetic material, when it is fully saturated, is called saturation magnetization \( M_s \) in the positive direction. Curve \( a \) is called the magnetization curve.

When, after reaching saturation magnetization, we decrease the current in the torus coil to bring \( H \) back to zero, the magnetization \( M \) decreases along curve \( b \). It can be seen from Fig. 52 that when \( H \) reaches zero, there is still some magnetization \( M \) left. Thus, even with no magnetizing current, after the applied field is removed, there is a magnetization on the torus. The torus has become permanently magnetized. This remaining magnetization, after the applied field is removed, is called remanence magnetization \( M_r \). If we now turn on a negative current in the coil, the \( M-H \) curve continues along \( b \) curve until the torus is magnetically saturated in the negative direction. This maximum magnetization is called saturation magnetization \( -M_s \) in the negative direction.

If, after reaching saturation in the negative direction, we decrease the current in the coil to bring \( H \) back to zero again, magnetization \( M \) goes along curve \( c \). Again, there is some \( M \) left after the applied field is removed. This magnetization is called remanence magnetization \( -M_r \). With a further increase in current and \( H \), the \( M-H \) curve continues along curve \( c \) until \( M_s \) is reached. Curves \( b \) and \( c \) form a hysteresis loop. In general, this loop is symmetrical.

Two important points in the hysteresis loop are the intercepts of \( b \) and \( c \) curves with the \( H \) axes. These intercepts are called coercivity, \( -H_c \) and \( +H_c \) (or coercive force \( H_c \)). The coercivity is defined as the magnetic field needed to reduce the magnetization \( M \) to zero, starting from a saturated condition; or the magnetic field needed to switch the direction of magnetization. Magnetic materials with \( H_c < 10 \) Oe are called soft magnetic materials, while those with \( H_c > 100 \) Oe are called hard magnetic materials. The hard magnetic materials are

---

**Fig. 51** A torus of Co−Ni(P) alloy wound with a coil of insulated copper wire.
used for magnetic recording media since their high $H_c$ values prevent them from demagnetization.

In digital computers, the two magnetization states $+M_r$ and $-M_r$ represent elements 0 and 1 of magnetic memory. The coercive force $H_c$ is the field required to switch from $+M_r$ to $-M_r$, or vice versa.

**A2**

*Magnetization and Hysteresis Loops for Soft Magnetic Material*

Figure 53 shows a hysteresis loop for a soft magnetic material. It is very narrow in comparison with that of a hard material. In this case, there is a nearly perfect backtrack as the magnetic field is removed. It is very easy to magnetize a soft magnetic material such as Permalloy. Soft magnetic materials are used for thin-film heads.

**A3**

*Magnetic Anisotropy*

The magnetization, $M = f(H)$, depends on the direction of the magnetization with respect to the crystal axes in a single crystal or in a domain in a polycrystal. Figure 54 shows the magnetization curves for a single crystal of hexagonal-close-packed (hcp) Co metal when magnetized along (1) the hcp symmetry or $c$ axis and (2) the basal plane. It can be seen that the $M = f(H)$ curve along the $c$ axis [0001] reaches saturation at a value of $H$ of approximately 1 kOe, while that along the basal plane does not reach saturation even at 10 kOe. The $c$ axis is referred to as the magnetocrystalline *easy axis* and any direction in the basal plane is referred to as the *hard axis*. 
This effect is called \textit{magnetocrystalline anisotropy}.

\textbf{A4 Magnetostriction}

Magnetostriction is defined as the change in dimensions of a magnetic sample during magnetization. This change is described by the magnetostriction constant \( \lambda \), which is defined as the fractional change in length along the magnetization

\[
\lambda = \frac{\Delta l}{l}
\]  

(96)

where \( l \) is the length of a material. When the sample is magnetized from a demagnetized state to saturation, the saturation magnetostriction constant \( \lambda_s \) is obtained.
4.1 Aqueous Processing of Metals
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4.1.1 Electrowinning and Electrorefining

Electrowinning, electrorefining, and electroplating involve the exchange of electrons between a solid electrode and ions or molecules dissolved in solution. The underlying physical and chemical laws are the same for most metals and applications. The rate of the reaction involved depends on the electrode potential, the electrode area, and the rate of mass transport of the electroactive species to the electrode surface. The main differences are in the construction of the cells, their geometry, construction materials, and operating practice. The process examples presented have been selected on the basis of their historical or technological importance.

The background of electrolysis processes is the Faraday’s law that connects the amount of electricity and mass of reacted material. The quantity of electrical current in coulombs that passes through a conductor is proportional to both the current and the length of time it flows. Thus, amperes multiplied by time gives coulombs or \( q = I (t_2 - t_1) \) when the current is constant during the time interval between \( t_1 \) and \( t_2 \). Assuming a constant current and a 100% current efficiency, this expression can be written as Faraday’s law (1)

\[
\Delta m = \frac{I \cdot \Delta t}{\varepsilon \cdot F}
\]

where

- \( \Delta m \) is mass (g)
- \( I \) is current (A)
- \( \Delta t \) is time (s)
- \( M \) is atomic weight (g mol\(^{-1}\))
- \( \varepsilon \) is valency of the metal (number of electrons)
- \( F \) is Faraday’s constant (96 485 C mol\(^{-1}\)).

Faraday’s constant is 96 485 C, which is the quantity of electricity of a mole of electrons (6.023 \times 10^{23} \text{ electrons}). The quantity of electrical current in coulombs that passes through a conductor is proportional to both the current and the length of time it flows. Thus, amperes multiplied by time gives coulombs or \( q = I (t_2 - t_1) \) when the current is constant during the time interval between \( t_1 \) and \( t_2 \). Assuming a constant current and a 100% current efficiency, this expression can be written as Faraday’s law (1)

\[
\Delta m = \frac{I \cdot \Delta t}{\varepsilon \cdot F}
\]

The current efficiency is the yield based on the electrical charge passed during electrolysis. If the current efficiency is less than 100%, then Eq. (1) is modified as (2)

\[
\Delta m = \frac{I \cdot \Delta t}{\varepsilon \cdot F \cdot \eta}
\]
where

\[ \eta \] is current efficiency (\%).

A value of current efficiency below 100% usually indicates that by-products are formed. Another possibility is that reverse reaction happens, for example, dissolution of deposited metal. In metal recovery from acidic solutions, the hydrogen evolution reaction is a common side reaction that lowers the current efficiency. The current efficiency can also vary with the current density. Current efficiency is a widely used measure of tankhouse proficiency in producing metal, but it does not provide a direct measure of metal quality.

Using Faraday’s law it is possible to calculate a so-called electrochemical equivalent for a metal as in Eq. (3)

\[
ekv(g A^{-1}s^{-1}) = \frac{M}{z \cdot F}
\]

Table 1 lists electrochemical equivalents for some metals. For example, to deposit 1 g of copper it is necessary to use \(2 \times 96,485 \text{ As mol}^{-1}/63.5 \text{ g mol}^{-1} = 3039 \text{ As or } 0.844 \text{ Ah. By using the electrochemical equivalent, it is possible to calculate the current density and time required to deposit a certain weight of metal.}

Figure 1 shows the principle of electrolysis processes. The electrolysis cell consists of two electrodes (anode and cathode) and an electrolyte. In an electrolysis cell such as in electrowinning or refining, the negative electrode is the cathode and the positive electrode is the anode. The electrodes are electrically conductive materials that are in connection with the electrolyte, and the electrochemical reactions take place on the boundary between electrode and electrolyte. When the two electrodes are placed in a solution containing metal ions and an electric current is passed between them, the metal can be deposited on the cathode. The electrolyte next to the anode is the anolyte and that next to the cathode is the catholyte. The properties of anolyte and catholyte differ from those of the bulk electrolyte.

In electorefining, impure metal is dissolved from the anode and pure metal is

<table>
<thead>
<tr>
<th>Metal</th>
<th>Molar mass [g mol(^{-1})]</th>
<th>Valence</th>
<th>Electrochemical equivalent [mg A(^{-1})s(^{-1})]</th>
<th>Electrochemical equivalent [g A(^{-1})h(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag</td>
<td>107.9</td>
<td>1</td>
<td>1.12</td>
<td>4.03</td>
</tr>
<tr>
<td>Au</td>
<td>197.0</td>
<td>1</td>
<td>2.04</td>
<td>7.34</td>
</tr>
<tr>
<td>Au</td>
<td>197.0</td>
<td>3</td>
<td>0.68</td>
<td>2.45</td>
</tr>
<tr>
<td>Cd</td>
<td>112.4</td>
<td>2</td>
<td>0.58</td>
<td>2.09</td>
</tr>
<tr>
<td>Co</td>
<td>58.9</td>
<td>2</td>
<td>0.31</td>
<td>1.12</td>
</tr>
<tr>
<td>Cu</td>
<td>63.5</td>
<td>1</td>
<td>0.66</td>
<td>2.38</td>
</tr>
<tr>
<td>Cu</td>
<td>63.5</td>
<td>2</td>
<td>0.33</td>
<td>1.19</td>
</tr>
<tr>
<td>Ni</td>
<td>58.7</td>
<td>2</td>
<td>0.30</td>
<td>1.08</td>
</tr>
<tr>
<td>Pb</td>
<td>207.2</td>
<td>2</td>
<td>1.07</td>
<td>3.85</td>
</tr>
<tr>
<td>Pb</td>
<td>207.2</td>
<td>4</td>
<td>0.54</td>
<td>1.94</td>
</tr>
<tr>
<td>Pt</td>
<td>195.1</td>
<td>2</td>
<td>1.01</td>
<td>3.64</td>
</tr>
<tr>
<td>Sn</td>
<td>118.7</td>
<td>2</td>
<td>0.62</td>
<td>2.23</td>
</tr>
<tr>
<td>Sn</td>
<td>118.7</td>
<td>4</td>
<td>0.31</td>
<td>1.12</td>
</tr>
<tr>
<td>Zn</td>
<td>65.4</td>
<td>2</td>
<td>0.34</td>
<td>1.22</td>
</tr>
</tbody>
</table>
4.1 Aqueous Processing of Metals

Impure anode  →  Metal dissolution  →  Metal deposition  →  Purified cathode

Permanent anode  →  Gas evolution  →  Metal deposition  →  Deposited cathode

Electrolyte

Electrorefining

Electrowinning

Fig. 1 The principle of electrolysis processes.

deposited on the cathode. Electrorefining is a successful method because metallic impurities that are more noble than the metal to be refined do not dissolve into the electrolyte. These impurities often include precious metals, silver, gold, and the platinum-group metals (PGMs), which are recovered by treatment of the sludge that falls to the bottom of the cell. Since impurities that do enter the electrolyte are less noble than the material to be refined, they do not deposit on the cathode. Some metals accumulate in the electrolyte and are extracted in a separate stage. Electrolyte, current density, and additives are chosen to produce a dense, compact deposit.

Electrowinning is done from purified solutions. The anodes are insoluble metal or oxide. In the electrowinning of most metals, oxygen is evolved from decomposition of water at the anode. Electrowinning of some metals is done from chloride solutions with evolution of chlorine gas as anode reaction. The metal to be recovered is deposited on the cathode as in the electrorefining process.

In electrowinning, the common anodic reactions are oxygen evolution (4) and chlorine evolution (5). Oxygen evolution by decomposition proceeds in most acid solutions, whereas chlorine evolution proceeds in chloride solutions.

\[
\begin{align*}
2\text{H}_2\text{O} & \rightarrow \text{O}_2 + 4\text{H}^+ + 4e^- \quad (4) \\
2\text{Cl}^- & \rightarrow \text{Cl}_2 + 2e^- \quad (5)
\end{align*}
\]

In electrorefining, the anodic reaction is oxidation and dissolution of metal by the generic reaction (6). The cathodic reaction in both electrowinning and electrorefining is the reduction and deposition of metal ion by the generic reaction (7).

\[
\begin{align*}
\text{Me} & \rightarrow \text{Me}^{z+} + ze^- \quad (6) \\
\text{Me}^{z+} + ze^- & \rightarrow \text{Me} \quad (7)
\end{align*}
\]

Table 2 lists standard electrode potentials for some metals and some other reactions common in electrorefining and electrowinning. The metals with high equilibrium potential are noble metals. They are often difficult to dissolve but deposit easily. The metals with low equilibrium potentials are active metals that dissolve easily but are more difficult to reduce.
An electrowinning or electrorefining electrolyte is not a simple aqueous solution of a metal salt. The electrolyte contains many compounds that all have specific functions. Some compounds have a positive effect, whereas others are detrimental. The electrolyte component types and their roles are listed in Table 3.

### 4.1.1.1 Basic Electrochemistry

The probability of an electrochemical reaction happening is evaluated as electrode potential. The reaction rate is measured as current density. Electrochemical reactions usually occur at the electrode surface at which conduction changes from ionic to electronic and charge transfers over the interface by an electrochemical reaction. The reactions that release electrons are anodic reactions. Reactions that consume electrons are cathodic reactions. The surface on which anodic reactions occur is an anode. Cathodic reactions occur on a cathode. Anodic reactions are oxidation or dissolution reactions, and cathodic reactions are reduction or deposition reactions. A reduction reaction consumes the electrons produced in an oxidation reaction. These are sometimes considered half-reactions of a redox reaction. The combination of oxidation and reduction reactions forms an electrochemical cell and the corresponding redox reaction is a cell reaction.
In the equilibrium state, the anodic and cathodic partial reactions of an electrochemical reaction have equal rates. The system is in a dynamic equilibrium state, and no net reaction occurs. For example, when a copper sheet is immersed in copper sulfate solution, in the equilibrium state the anodic dissolution rate of copper from sheet to solution equals the cathodic deposition rate from the solution to the surface of the sheet. Theoretically, one can calculate the equilibrium state of an electrochemical reaction from thermodynamic values. This is the standard electrode potential, $E^0$, or equilibrium potential of the electrochemical reaction. The standard electrode potential corresponds to a determined standard state of 0.1 MPa, 25 °C, activity of reactive species of 1 or ideal solution of 1.0 mol L$^{-1}$, and equilibrium potential of any other state.

Thermodynamic calculations allow estimations on the tendency of a reaction to occur. If the change of the so-called Gibbs free energy, $\Delta G$ (kJ mol$^{-1}$), of the reaction has a negative value, the reaction can proceed in that direction. If the value of $\Delta G$ is positive, then the reaction cannot occur spontaneously. The more negative the $\Delta G$ value, the more likely is the reaction to occur spontaneously. A chemical reaction can proceed in either direction. The values for $\Delta G$ for the forward and reverse reactions are numerically the same but opposite in sign, since $\Delta G = -\Delta G$ (products) – $\Delta G$ (reactants). The value of the free energy change of a chemical reaction changes only in sign when the direction of the reaction reverses. If the anodic reaction has a negative $\Delta G$ value, the corresponding cathodic reaction has a positive value. If the equilibrium potential of an electrochemical reaction is low, it will more likely proceed in the anodic direction (negative $\Delta G$) than in the cathodic direction (positive $\Delta G$). If the equilibrium potential is high, the reaction will more likely proceed in the cathodic direction.

The electrochemical series tabulates standard electrode potentials. Some sources call the electrochemical series oxidation/reduction potentials, electromotive series, and so on. The reference state of electrochemical series is the hydrogen evolution reaction, or $H^+/H_2$ reaction. Its standard electrode potential has been universally assigned as 0 V. This electrode is the standard hydrogen electrode (SHE) against which all others are compared. For example, the standard electrode potential of the $Fe/Fe^{2+}$ reaction is −0.440 V and that of $Cu/Cu^{2+}$ reaction is +0.337 V. The standard electrode potentials are calculated from Gibbs free energy values by Eq. (8) that is applicable only in the above-mentioned standard state.

$$E^0 = -\frac{\Delta G}{z \cdot F}$$

where $\Delta G$ is the Gibbs free energy change for the overall cell reaction and $z$ is the number of equivalents involved in the reaction.

Under other conditions, the equilibrium potentials are calculated by the Nernst equation (9):

$$E = E^0 - \frac{R \cdot T}{z \cdot F} \cdot \ln \left(\frac{c_R}{c_O}\right)$$

where

- $R$ is the molar gas constant = 8.3143 J mol$^{-1}$ K$^{-1}$
- $T$ is absolute temperature (K)
- $c_R$ and $c_O$ refer to the concentrations of reduced and oxidized species, for example, solid metal and metal ion.
Instead of concentrations, one should strictly use activities in thermodynamical calculations. Most basic calculations assume that the system is ideal and activity of a reacting species equals its concentration. This is usually not valid. The difference is the activity coefficient, \( \gamma \). The activity of a species is therefore its concentration multiplied by the activity coefficient.

Calculation of the equilibrium potentials of the electrochemical reactions allows estimation of the thermodynamical cell voltage of the electrolysis process. This is the theoretical minimum voltage that must be applied to the system to start electrochemical reactions. For example, in the electorefining of copper the equilibrium potential of the anode reaction is the same as that of the cathode reaction. The thermodynamical cell voltage is zero. On the other hand, in the electrowinning of copper from sulfate electrolyte, the anodic reaction is oxygen evolution and cathodic reaction is copper deposition. The thermodynamical cell voltage is 0.89 V, which is the difference between oxygen evolution \( (E^0 = 1.228 \text{ V}) \) and copper deposition \( (E^0 = 0.337 \text{ V}) \). In addition to the thermodynamical cell voltage, polarization effects related to the kinetics of electrochemical reactions and ohmic effects related to the hardware increase the actual cell voltage needed to drive the cell.

4.1.1.1 Polarization Effects When the potential of an electrode changes, it is no longer in the equilibrium state. Increasing the potential starts an anodic net reaction, and decreasing the potential starts a cathodic net reaction. These generate a current flowing through the electrode. Consequently, forcing current through the electrode will change its potential. The deviation from equilibrium potential is polarization, and the difference between actual electrode potential and its equilibrium potential is overpotential. The signs of the overpotential and current are positive for anodic reactions and negative for cathodic reactions.

Increasing polarization increases the current and vice versa. If the polarization is low, that is, the potential shift per unit increase in current density is small, then no factors will retard the electrochemical reaction rate. If the polarization is high, the electrode potential must change considerably to obtain higher currents.

Polarization has various meanings and interpretations depending on the system under study. For an electrochemical reaction, this is the difference between actual electrode potential and reaction equilibrium potential. Anodic polarization is the shift of anode potential to the positive direction, and cathodic polarization is the shift of cathode potential to the negative direction. In an electrochemical production system driven with an external current source, polarization is a harmful phenomenon. It will increase the cell voltage and therefore production costs. A system that polarizes easily will not pass high currents even at high overpotentials. The reaction rates are therefore small.

Electrode polarization is not a simple phenomenon. Electrochemical reactions are heterogeneous reactions. They occur in several phases in subsequent steps. The reaction path of metal deposition usually includes the following steps:

- Transfer of reactive species from electrolyte to electrode surface
- Adsorption
- Charge-transfer step at the surface
- Surface diffusion
- Growth of the metal atom into the metal crystal structure.
4.1 Aqueous Processing of Metals

Chemical reactions can happen before or after the charge-transfer step. Any step can be rate determining, that is, the slowest one determines the total reaction rate. As the electrode polarizes, the resulting overpotential consists of several factors. The most important ones are activation, concentration, and resistance overpotentials. The activation overpotential results from the limited rate of a charge-transfer step, concentration overpotential from the mass-transfer step, and resistance overpotential is the result of ohmic resistances such as solution resistance. Depending on the nature of the slowest step, the reaction is activation, mass transfer, or resistance controlled.

The relationship between overpotential and current density of a single, activation-controlled electrochemical reaction is the Butler–Volmer equation, Eq. (10). As the equation shows, the rates of anodic and cathodic partial reactions are exponentially dependent on the overpotential. The net current is the sum of the anodic and cathodic partial currents.

\[
i = i_0 \left[ \frac{\alpha e^{F \eta}}{RT} - e^{-\frac{(1-\alpha)zF}{RT}\eta} \right]
\]  

(10)

where \(i\) is the current density and \(i_0\) is the exchange current density corresponding to the reaction rate in the dynamic equilibrium. In Eq. (10), the factor \(\alpha\) is the symmetry factor with values between 0 and 1. If \(\alpha\) is higher than 0.5, the rate of the anodic partial reaction increases faster with increasing overpotential than the rate of the cathodic reaction. At values \(0 < \alpha < 0.5\), the rate of the cathodic partial reaction increases faster. The high overpotential (and high current density) approximation of the Butler–Volmer equation is known as Tafel equation (11)

\[
\eta = a + b \cdot \log(i)
\]  

(11)

In Eq. (11) \(\eta\) is the overpotential, the factor \(a\) describes the exchange current density and \(b\) is the Tafel slope (millivolts/decade).

Activation overpotential is related to the charge-transfer step. A reaction that has high exchange current density and low Tafel slope has low activation overpotential. One can visualize the activation overpotential as a threshold to be overcome before the reaction starts. An electrode reaction that has a low exchange current density also has high activation overpotential. It will not start easily. For example, the term “hydrogen overvoltage” describes the polarization required for hydrogen evolution to start. Some metals such as zinc have a high hydrogen overvoltage. The high hydrogen overvoltage of zinc means that hydrogen evolution on zinc does not begin easily and proceeds sluggishly.

Mass-transfer overpotential results from a finite mass-transfer rate from bulk electrolyte to electrode or vice versa. If the system is mass-transfer controlled, a limiting current density exists. The limiting current density is the maximum reaction rate under mass-transfer control. It increases as the concentration of the reacting species, their diffusion rate, temperature, or flow rate increase. In a system with limiting current density, the overpotential follows Eq. (12). The overpotential increases very rapidly when approaching the limiting current density.

\[
\eta_d = \frac{R \cdot T}{z \cdot F} \cdot \ln \left( 1 - \frac{i}{i_{\text{lim}}} \right)
\]  

(12)

If the cathode potential is sufficiently negative, all of the electroactive species undergo reduction to metal as soon as they reach its surface. The current at which this point is reached is known as the limiting
current. A further decrease of the cathode potential results in depletion of metal ions at the surface. At this point, the transport of the ionic species through the Nernst boundary layer to the cathode surface becomes the rate-determining step; that is, the rate of metal reduction at the cathode has moved from kinetic control to mass transport control. To increase the rate of the electrowinning process under these conditions, it is necessary to increase either the ionic strength of the electrolyte or the mass-transfer rate to the surface.

The limiting current density is a function of the concentration of the depositing metal, its diffusion coefficient, and the thickness of the diffusion layer. A high-performance cell needs to have a high mass transport coefficient and enhanced electrode area in order to achieve a high limiting current $I_{\text{lim}}$ (13):

$$I_{\text{lim}} = k_m \cdot z \cdot F \cdot A \cdot c$$  \hspace{1cm} (13)

In Eq. (13) $k_m$ is the local mass transport coefficient $D/\delta$, that is, diffusion coefficient divided by the thickness of diffusion layer. High mass transport rates can be achieved by electrode movement, including reciprocating movement of planar electrodes, moving bed electrodes, or rotating cylinder electrodes. The electrode movement will decrease the diffusion layer thickness, enabling higher limiting current density. A high surface area per unit volume can be achieved by the use of porous, three-dimensional electrodes.

For electrowinning and electrorefining of metals, mass transfer toward the cathode is of supreme importance. For example, in an electrorefining cell with vertical plate electrodes, there is a steady flow of electrolyte from one end of the cell to the other, but the flow velocity is small and the flow is not directed parallel to the electrode surface. It does not give significant mass transfer from anodes to cathodes. Natural convective flow, driven by the density difference caused by depletion of the solution at the cathode, the lifting effect of gas bubbles, and so on, is the most important factor. For example in copper electrorefining, depletion of copper from the cathode surface decreases the electrolyte density by several percent. Figure 2 shows an example of natural convection, the concentration gradients in electrorefining caused
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by anolyte of higher density and catholyte of lower density. In an electrowinning cell, the natural convection is in the opposite direction due to the lifting effect of gas bubbles at the anode.

The resistance overpotential does not directly influence the electrochemical reaction, but it decreases the charge transfer between anode and cathode. The resistance overpotential obeys Ohm’s law, Eq. (14).

$$\eta_\Omega = I \cdot R_\Omega$$  \hspace{1cm} (14)

As the solution resistance, current, or both increase, the effect of resistance overpotential becomes stronger.

The rate of an electrochemical reaction is measured as electric current. To allow comparisons between different systems, the rate is usually measured as current density. This is the current flowing through the electrode divided by the electrode area. A plot relating current density to electrode potential is a polarization curve. Current density usually follows a logarithmic scale. Figure 3 shows polarization curves for different overpotentials. The current densities are in linear and logarithmic scale. Different overpotentials have typical features. The activation overpotential of the Butler–Volmer equation, Eq. (10), increases sharply at low current densities. It has less effect at high current densities. The concentration overpotential, Eq. (12), has no effect at low current densities. As current density approaches the limiting current density, it approaches infinity. The resistance overpotential, Eq. (14), increases linearly with increasing current density to obey Ohm’s law. The solution resistance causes an error called IR drop or ohmic
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**Fig. 3** Polarization curves for different overpotentials. In (a) the current density is on linear scale and in (b) on logarithmic scale.
drop. The IR drop distorts polarization curves such that for anodic curves the real electrode surface potential is always lower than the measured potential. For cathodic curves, the real surface potential is higher than the measured potential.

4.1.1.1.2 Electrode Surface The electrode surface is a complicated heterogeneous system as Fig. 4 shows. There is a net negative charge nearest the surface within a metal acting as a cathode. To maintain electroneutrality, there are adsorbed ions and water molecules next to the surface in the electrolyte side. Toward the bulk electrolyte there are cations surrounded by water molecules. This is the Helmholtz double layer. The inner Helmholtz layer contains water molecules and specifically adsorbed anions. The outer Helmholtz layer contains the second water molecule layer. From the Helmholtz double layer toward the bulk electrolyte are the diffusion layer and the hydrodynamic layer. In the diffusion layer, the concentration of species changes from that of the bulk electrolyte to that of the electrode surface. The diffusion layer does not move, but its thickness will decrease with increasing bulk electrolyte flow rate to allow higher reaction rates. The diffusion layer thickness is inversely proportional to the square root of the flow rate. The hydrodynamic layer or Prandtl layer has the same composition as the bulk electrolyte, but the flow of the electrolyte decreases from that of the bulk electrolyte to the stationary diffusion layer.

All electrochemical phenomena occur in these thin layers whose composition and properties differ from those of the bulk electrolyte. The inner Helmholtz layer is

Fig. 4 Surface layers of an electrode during the cathodic deposition of metal.
about 1 nm and the outer one is about 4 nm thick. The diffusion layer is about 10–100 µm and the hydrodynamic layer is 0.1–1 mm thick. The double layer covers the entire metal surface and contains reactants and reaction products of all anodic and cathodic reactions.

The properties of the surface layers have a strong effect on the deposition process. The driving force of the electrochemical reaction is the potential difference over the electrochemical double layer. Adsorption of species can change this potential. For example, the additives used in electrodeposition adsorb in the Helmholtz layer. They can change the local potential difference, block active deposition sites, and so on. The thickness of the diffusion layer affects the mass-transfer rate to the electrode. The diffusion layer becomes thinner with increasing flow rate. When the diffusion layer is thicker than the electrode surface profile, local mass-transfer rates are not equal along the electrode surface. This means that under mass-transfer control, metal deposition on electrode surface peaks is faster than in the valleys and a rough deposit will result.

4.1.1.2 Current Distribution

The thickness distribution of electrodeposits depends on the current distribution over the cathode, which determines the local current density on the surface. The current distribution is determined by the geometrical characteristics of the electrodes and the cell, the polarization at the electrode surface, and the mass transfer in the electrolyte. The primary current distribution depends only on the current and resistance of the electrolyte on the path from anode to cathode. The reaction overpotential (activation overpotential) and the concentration overpotential (diffusion overpotential) are neglected. The secondary current distribution depends on both the resistance of the electrolyte path and the reaction overpotential, but the concentration overpotential is still neglected. Transportation of ions between the electrode and the solution through the diffusion layer determines the tertiary current distribution. All the three are involved in different degrees in the overall cathode deposition process.

Optimization of the electrochemical cell’s geometry is the primary factor that determines the uniformity of current distribution. The two major geometrical arrangements are parallel-plate electrodes and concentric cylinders. Parallel-plate geometry is common in large-scale production of base metals when the metal concentration in the electrolyte is high. Cylindrical cells are used in the treatment of less concentrated solutions, in the recovery of noble metals, and also in the production of base metals. The current distribution between two parallel electrodes is only uniform when a non-conducting containment of the same cross section surrounds the interelectrode space. In all other cases, the current density is unevenly distributed, leading to higher current densities at the edge of the electrodes. Similarly, any protrusion on the surface has better access to current than the recesses, leading to faster deposition on the peaks of the microprofile (Fig. 5).

A secondary current distribution in the case of the parallel-plate electrodes brings the edge current density to a finite value. The edge current is still greater than that in the center of the electrode, unless the reactions are slow. The secondary current distribution can be estimated by using the dimensionless Wagner number (15)

$$Wa = \frac{\partial \eta/\partial I}{\rho \cdot L}$$

(15)
where $\partial \eta / \partial I$ is the reciprocal slope of a polarization curve (apparent charge-transfer resistance), $\rho$ is the electrolyte resistivity, and $L$ is a characteristic length. On the microprofile, the characteristic length can be, for example, the distance between two peaks. The Wagner number can be regarded as the ratio of polarization resistance per unit area to electrolyte resistance per unit area. When the Wagner number approaches zero, the primary current distribution prevails. The secondary current distribution is always more uniform than the primary current distribution and for $Wa \gg 1$, it becomes largely independent of cell geometry. Secondary current distribution predominates if the charge-transfer resistance is higher than the ohmic resistance. On the basis of the Wagner number, some general tendencies of secondary current distribution can be determined. The use of an inert electrolyte, such as sulfuric acid in electrowinning, will lower the resistivity and increase the effect of secondary current distribution. The use of organic additives to modify deposit growth can increase the polarization resistance and increase the effect of secondary current distribution. The lower the Tafel slope for the deposition reaction and the smaller the characteristic length, the more even the deposit will be. The Tafel equation for charge-transfer overpotential (11) and the equation of ohmic overpotential (14) show that the charge-transfer resistance decreases logarithmically with current density and the electrolyte resistance linearly. For any process controlled by activation polarization (the charge-transfer step), increasing current density will lead to less uniform current distribution.

When the current density is so high that local concentration of the depositing metal changes, tertiary current distribution begins to affect the deposit thickness. The effect of concentration polarization depends on the ratio of surface concentration to bulk electrolyte concentration of the depositing metal. The surface concentration depends on the local mass-transfer
coefficient, that is, on the diffusion coefficient and diffusion layer thickness. The effect of tertiary current distribution depends on the characteristic length with respect to diffusion layer thickness. If the characteristic length (distance between two peaks) is larger than the diffusion layer thickness, the tertiary current distribution follows the surface profile. If the characteristic length is smaller than the diffusion layer thickness, the tertiary current distribution will decrease the smoothing effect of secondary current distribution. The diffusion length from the bulk electrolyte to the peaks is smaller, and, thus, more metal can deposit on the peaks, giving a more rough deposit [3, p. 126].

Figure 5 shows the effect of different current distributions on the potential distribution on the electrode surface. In primary current distribution, the current concentrates on protruding areas, because they are closer to the opposite electrode. Protruding areas also have lateral accessibility to current, and primary current distribution would give infinite current density on ideally sharp peaks. In secondary current distribution, the protruding areas polarize more owing to the higher local current density. This greater overpotential tends to oppose current flow and divert current to the recessed areas. The ohmic resistance to be overcome decreases with decreasing profile depth, and the equalizing effect is stronger on smaller profile depths. The current efficiency is often dependent on current density, and if the current efficiency decreases with increasing current density, it has a smoothing effect. If the current density is close to the limiting current density, the tertiary current distribution prevails. The higher the ratio of current to limiting current, the stronger will be the preferential deposition on microprofile peaks [4].

The electrodeposition process is very sensitive to current distribution because it is intrinsically unstable. The current concentration on sharp surface profile discontinuity leads to stronger growth on these areas of the cathode, including the edges. This latter can be eliminated by using a nonconductive mask on cathode edges or increasing the distance from anode to cathode edges. In parallel-plate cells, the latter can be done simply by using cathodes that are larger than anodes. If the cathode surface is not smooth, local current densities increase on whiskers and nodules, causing them to grow toward the anode.

### 4.1.1.3 Cell Voltage and Energy Use

The cell voltage depends on the thermodynamic equilibrium potentials of the anode and cathode reactions, kinetic overvoltages, and ohmic resistances caused by the cell hardware. The cell voltage can be calculated using Eq. (16)

\[
E_{\text{cell}} = E_{\text{cathode}} - E_{\text{anode}} - \Sigma(\eta) - i \cdot R_{\text{cell}}
\]  

In Eq. (16), \( E_{\text{cathode}} \) and \( E_{\text{anode}} \) are the equilibrium potentials of the electrode reactions, \( \Sigma(\eta) \) is the sum of all polarization effects on the electrodes and \( i \cdot R_{\text{cell}} \) is the ohmic loss due to cell construction. As the electrolysis systems consume energy, the cell voltage sign is negative.

It is important to minimize the overpotential and ohmic components of cell voltage in order to maximize energy efficiency. This can be done by using conductive, catalytic electrodes and membranes, small interelectrode (or membrane-electrode) gaps, and by careful choice of the counter-electrode chemistry to minimize the equilibrium cell voltage. Costs at the optimum usually become higher in the case of more dilute solutions as the mass-transfer-imposed limiting current is lower.
The electrolytic separation of metals from waste solutions is therefore problematic as these solutions are usually dilute in metal ion.

The metal deposition rate from aqueous solutions can be expressed as a current density \((A \, m^{-2})\) of electrode surface as the rate is linked to the current density by Faraday’s law (1). In modern copper electrorefining and electrowinning, the current density is 300–350 \(A \, m^{-2}\), while in zinc operations it is greater, 450–500 \(A \, m^{-2}\) or more. According to Faraday’s law, enormous amounts of electricity are needed for the tens or hundreds of kilotons of metal produced in a typical electrolysis plant per year.

The energy costs are related closely to the cell voltage. The energy consumption can be estimated by specific energy consumption \(w\), Eq. (17)

\[
w(J \, g^{-1}) = \frac{z \cdot F \cdot E_{\text{cell}}}{\eta \cdot M}
\]  

(17)

where \(E_{\text{cell}}\) is the cell voltage (V). The specific energy consumption for a particular metal and process is calculated using the electrochemical equivalent of the metal, the voltage needed to drive the process, and the current efficiency. The common way to express energy consumption is to use kWh kg\(^{-1}\) by dividing the right-hand side of Eq. (16) by 3600. To lower the specific energy consumption, it is necessary to lower the cell voltage and/or increase the current efficiency.

Energy costs are an important component of any electrolysis process. The energy consumption depends on the operating current density and cell voltage. The operating current densities are well below the limiting current density set by the mass-transfer rate. It has been found that operation at some fraction of the limiting current density is necessary to avoid excessive cell voltage and operating problems such as uneven deposit growth or low current efficiency. The optimum current density is also a compromise between reduced capital costs and higher operating costs as current density is increased.

Examples of the current density–cell voltage dependence are shown in Figs 6 and 7. In Fig. 6, the system is the electrorefining of copper. The thermodynamical cell voltage is zero. When the cell is operated, polarization effects determine the cell voltage. Increasing the current density increases polarization. Upon increasing cathode polarization, the deposit morphology changes to more rough and finally to powder when limiting current density is reached. The anode polarizes continuously unless anode impurities cause anode passivation, after which the anode potential increases sharply. In Fig. 7, the system is the electrowinning of copper. The thermodynamical cell voltage is 0.89 V. The total cell voltage depends again on the electrode polarization, which depends on the operating current density. The effect of cathode polarization is the same as in electrowinning. The anode polarizes continuously as the anode reaction is the decomposition of water, Eq. (4).

Table 4 shows examples of the energy consumption of some electrorefining and electrowinning processes [5, p. 163].

### 4.1.1.4 Factors Affecting Deposit Quality

A metal deposit consists of crystals, which originate as nucleus. Formation of a new crystal begins with the adsorption of a single ion from the electrolyte reducing to an adatom. This adatom is loosely bound to the surface and at any given moment, a certain number of adatoms are present on the surface. Adatoms can dissolve again, form a new nucleus, or grow into an existing crystal. The adatoms move around
by surface diffusion. If surface diffusion is hindered or adsorbed compounds block the growth sites, the adatom concentration builds up. This will lead to formation of new nuclei and, thereby, new growth sites. When adatoms meet, they become more...
stable and larger clusters of adatoms may form. The larger the cluster of adatoms, the more stable the cluster becomes. If the cluster reaches a certain critical size, it will not dissolve anymore, and will become a nucleus.

Nucleation has a strong influence on the structure of the deposit. The nucleation rate depends on the number of adatoms on the surface. This adatom concentration will be higher for higher overpotentials resulting in a higher nucleation rate. Nucleation can be instantaneous or progressive. When instantaneous nucleation takes place, the number of nuclei is independent of time. When progressive nucleation takes place, the number of nuclei increases with time. The crystal structure resulting from an electrodeposition process depends on the relative rates of nucleus formation and the growth of existing crystals. Fine-grained deposits result from conditions that favor nucleus formation, while larger crystals are obtained in conditions that favor growth of existing crystals. Generally, a smaller crystal size is obtained with increase of the cathode polarization. Fischer uses the term “inhibition” to describe retardation of the deposition process [6]. Inhibition is due to the presence of substances other than the depositing metal at the surface of the electrode, in the double layer, or in the diffusion layer. Inhibiting compounds change the polarization effects at the surface.

Fischer has developed a classification system for metal deposits, Fig. 8. The five basic types of morphologies are as follows:

- Field-orientated isolated (FI) crystals
- Base-oriented reproduction (BR)
- Twinning intermediate (Z)
- Field-oriented texture (FT)
- Unoriented dispersion (UD).

The grain refinement is achieved by an increase in the nucleation rate. The first four deposit types are seen with two-dimensional nucleation, but UD type requires three-dimensional or “secondary” nucleation. The nucleation intensity increases with increasing inhibition and deposition current density. The FI type of crystals is usually seen at low inhibition. With increasing current density, the deposit form changes from whiskers to prismatic crystals, dendrites, and finally powder deposits. The BR type is seen at moderate inhibition level and the deposit follows the structure of the base material.
The deposit has sufficient time for lateral growth. With time, the surface roughness of BR deposit can increase, resulting in FI type deposit. The Z type is an intermediate between BR and FT types. The FT type consists of a large number of elongated crystals perpendicular to the substrate. The FT type is seen at relatively strong inhibition and it forms a coherent deposit. The UD type is a coherent deposit of a large number of small crystals. The UD type is seen at the strongest inhibition, but if the current density is too high, the deposit will be in powder form. The organic additives used in electrodeposition function as inhibitors, promote lateral growth, and lead to dense deposits.

The preferred types are BR type, twin ning intermediate type (Z), FT type, and FT mixed with UD type. The best deposits have often been obtained at the border of the FT–UD transition. FI crystal type growth can lead to dendritic growth at high current densities and to prevent this, a higher inhibitor concentration is necessary. UD type can lead to deposition of powder, which in turn can start formation of nodular deposit. To prevent powder formation, the current density and inhibitor concentration should not be too high. The deposit is considered poor quality when it is rough and nodular. Nodules often cause short circuits in the electrolysis tank with a reduction in current efficiency and may cause entrapment of anode slimes, reducing cathode purity.

Winand has further developed a theory of electrocrystallization of polycrystalline metal deposits. This theory is summarized in the Winand diagram, Fig. 9, which uses the degree of inhibition and the ratio of operating current to limiting current to define areas for different deposit types. The degree of inhibition is related to the charge-transfer overpotential and the ratio of operating current to limiting current to the concentration (or diffusion) overpotential [8].
### 4 Electrowinning of Metals

<table>
<thead>
<tr>
<th>Inhibition Intensity</th>
<th>Very Low</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
<th>Very High</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>J/C_{M,2}z^+</strong></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td>Very Low</td>
<td>No deposit or FI or screw dislocation. No nucleation.</td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td>Low</td>
<td>BR, Z, FT, FT or UD, increasing N_{c,2}, increasing</td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td>Medium</td>
<td>BR, Z or FT, FT, UD increasing N_{c,2}, increasing</td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td>High</td>
<td>Z, FT, FT, UD, UD, increasing N_{c,3}, increasing</td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td>Very High</td>
<td>FT, UD, UD, UD, increasing N_{c,3}, increasing in powder</td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
</tbody>
</table>

**Fig. 9** Winand diagram showing different possible types of polycrystalline deposits as a function of $i/i_{\text{lim}}$ and inhibition intensity [8].

Activation-limited growth tends to favor compact columnar or equiaxed deposits, while mass transport–limited growth favors formation of loose dendritic deposits. The deposit morphology is modified by using additives. Additives act as grain refiners and levelers because of their effects on electrode kinetics and the structure of the electrical double layer at the cathode surface. Additives that reduce primarily the nucleation overpotential can be considered to be grain-refining additives because of increased secondary nucleation events. Additives that increase the deposition overpotential at a given current density, for instance, by altering the Tafel constants, can be considered deposit-leveling additives. Since additives are typically present in very small concentrations, their transport to the electrode is nearly always under diffusion control and sensitive to flow variations.

There are several factors affecting cathode purity that are related to the additives. During the electrolysis process, incorrect additive levels can cause excessive edge growth, nodular growth, or dendrites.
These can cause short circuits or entrapment of the electrolyte. Entrapment of electrolyte in the deposit, with or without enrichment of additives, will lower the cathode quality. Codeposition of electrolyte impurities can lead to cathode contamination. A nodule forms when a conductive or semiconductive particle remains on the cathode surface. The deposit will then grow around the particle encasing it. The nodular growth can be initiated by several factors. The nodule becomes larger with the continuation of electrolysis and more contaminated with slime particles. Nodules can also lead to short circuits. The local current efficiency can vary depending on the inhibitors and local current density. This can also result in rough deposits, if the current efficiency increases with current density.

4.1.2 Electrolysis Technology

The design and construction of an electrolysis cell depend on the cell reactions, metal concentration, and production rate. Most of the cell designs operate continuously and at steady state. In electrefining operations, the electrolyte composition does not change much. In electrowinning operations, the metal concentration decreases and acidity often increases. Most of the cell design parameters deal with mass transport of the reacting species and maintaining the purity and composition of the electrolyte.

4.1.2.1 Cell Construction

The traditional electrolytic cells are simple, rectangular, open tanks with parallel-plate electrodes. Cells are generally made from concrete and lined with lead or polyvinylchloride (PVC). The traditional configuration is lead-lined concrete. Concrete cells with plastic liners were popular in the 1970s and 1980s. The corrosion-resistant lining is necessary to protect the tank from the acid corrosive electrolyte. Polymer-modified concrete is nowadays used to avoid the lining of cells. The polymer concrete cells became popular in the late 1980s and 1990s in copper production with conversions to permanent cathode technology and in new tankhouses. Polymer concrete is a corrosion-resistant construction material that withstands the mechanical wear in the electrode handling.

In the traditional cells, the cathodes and anodes are flat plates that are placed parallel to each other. Anodes and cathodes are suspended alternately in the cells with precise spacing. In some cases, it is necessary to separate anode and cathode electrolytes. This is done by using separators, with diaphragms that allow solution flow or membranes that allow only anion or cation transfer. The deposition of metal onto the cathodes is a batch process. The cathodes are removed from the cell when the deposit has grown thick enough. The flow rate of the electrolyte is kept low so that possible solids fall to the bottom of the cell and do not contaminate the cathodes. Figure 10 shows an example of the traditional parallel-plate cell.

Diaphragm or membrane cells are used in special cases where impurities are easily codeposited on the cathode, anode slimes are a problem, or the anolyte and catholyte have a different composition. A diaphragm cell can be made by enclosing either the anodes or the cathodes in a rigid bag. Enclosing anodes in a bag is an efficient method to collect anode slimes, but the anode compartments must be cleaned quite often. Enclosing cathodes in a bag requires purification of the anolyte in a
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Fig. 10 Parallel-plate cell used in traditional electrowinning and electrorefining.

separate circuit before pumping it to the cathodes. Diaphragm cells are used, for example, in nickel production, noble metal electrorefining, and in cells with chlorine evolution as anode reaction.

With open top tanks, there are difficulties for plant operators in the form of acid mist. The acid mist is generated when gas bubbles formed at electrodes eject electrolyte droplets into the air above the cells. The gas evolved is usually oxygen at the anode or hydrogen at the cathode. The fine acid mist is an occupational risk and damages the building structure. Increased ventilation rates become costly, cause significant electrolyte temperature loss, and merely transfer the contamination outside the building. Prevention of acid mist can be done using physical means, such as floating balls or surface-active chemicals.

The space–time yield of conventional planar plate tanks is low, of the order of 70 kg of metal per cubic meter and day [9]. When the metal concentration of the electrolyte decreases, the parallel-plate geometry is no more efficient. To increase the deposition rate, there are two possibilities. Increasing the flow rate will increase the mass-transfer rate and the limiting current density as the diffusion layer becomes thinner, see Eq. (13). Increasing the effective cathode area will increase the space–time yield. It is common for process liquors and rinse waters to contain relatively low concentrations of dissolved metal (typically <1000 ppm). Such low levels require high mass transport to the cathode surface and/or high–surface area electrodes to provide a high production rate of metal with reasonable current efficiency [10].

Three types of mass transport occur in anelectrochemical system. Diffusion is the result of a concentration gradient. Convection is the result of bulk motion of the
electrolyte, and it can be natural or forced. Migration is the movement of charged particles caused by an electric gradient. The usual methods to improve mass transfer are to use forced electrolyte flow or moving cathodes. The forced convection can be done, for example, by pumping electrolyte or using gas sparging under electrodes. Rotating cylinder electrodes (RCE) have been used for many years in specialized reactors for metal removal. The rotating cathode is usually surrounded by inert anodes, and it rotates at speeds of 50–300 rpm. Specialized, divided, and scraped RCE reactors can be used for the continuous removal of metal as powder [10], Fig. 11.

Fluidized-bed and packed-bed reactors have increased surface areas as compared to plate electrodes. A packed bed is made of stationary metal particles through which the electrolyte is pumped. The difficulty is that electrodeposited metal soon plugs the bed. A fluidized-bed reactor consists of a particulate electrode material in the full electrolyte volume of ascending liquid flow. An intermediate between the fluidized bed of particles and a packed bed is the spouted bed. In spouted bed cells, only the spout fraction of the bed is in vigorous motion and the rest of the particles descend slowly to the spout where they are again swept rapidly up to the top of the bed and fall down. The bed of particles that is agitated by the upward flowing electrolyte is held in shape by using a diaphragm. The current is fed to the bed by using a current feeder rod or mesh. In the fluidized bed, metal particles can be grown from a seed less than a millimeter to few millimeters. The calculated current density per the diaphragm area (“superficial current density”) can be 1–2 magnitudes higher than that of a plate electrode.

The fluidized-bed electrode was invented in the late 1960s. Three major problems prevented their use in industrial metal electrowinning: high cell voltages, adherence of bed particles to current feeder, and adherence and penetration of the diaphragm by bed particles [9]. The fluidized beds had also problems in maintaining all the particles in motion throughout the cell and the energy cost associated with pumping the electrolyte to achieve the upward solution flow.

Porous electrodes have the same advantages as particle bed reactors, but they have the difficulty of becoming plugged as the metal deposit builds up. Sometimes this is not important if the value of the deposited metal is high and the electrode may be sacrificed. An example of such a system is the Zadra cell used in gold electrowinning, where the cathode is a steel mat that can be melted away when gold is recovered.

Many commercial cell types can be used for metal recovery. The cells are based on different concepts, and the process objectives may be recovery of valuable metal, metal removal from the effluent to meet discharge requirements, and so on. Some of the developed and commercialized cell types include the following [3]:

- Chemelec cell with fluidized-bed glass beads within electrodes. The cell performance is achieved mainly by electrolyte movement. The cathode product is removed by scraping or used as anodes.
- Eco-Cell with cylindrical rotating cathode. The cell performance is achieved by electrode movement and high electroactive area. The cathode product is removed by scraping or fluidization as powder.
- ER cell with packed bed of carbon particles within parallel-plate electrodes. The cell performance is achieved by electrolyte movement and high electroactive
area. The cathode product is removed by discontinuous leaching.

- Goecomet reactor with rotating tubular bed or impact rod cathode. The cell performance is achieved by electrode movement and high electroactive area. The cathode product is removed continuously as sludge.
- Retec cell with vertical metal or carbon foam cathodes. The cell performance is achieved mainly by high electroactive area. The cathode product is removed by dissolving or is used as anodes.
- The Swiss-Roll cell with a sandwich construction made from a pair of thin, flexible electrodes, wound with the interposition of a pair of separators for electrical insulation. The cell performance is achieved mainly by high electroactive area. The cathode product is removed by replacing the electrode module.

4.1.2.2 Current Feed
The electrochemical cells use direct current in either monopolar or bipolar connection. In a monopolar cell, there is an external electrical connection to each electrode. The cell voltage is applied between each anode and cathode. In a monopolar cell, the anodes and cathodes alternate. Both faces of the electrodes are active. Monopolar cells require low voltage, but high current. Bipolar cells use only two electric connections to the end electrodes. In a bipolar cell excluding the end electrodes, the electrodes have one anodic and one cathodic side. The cell reaction proceeds when there is large enough potential difference between two electrodes, Fig. 12.

Most of the electrorefining and electrowinning processes use the monopolar connection. The overall reaction chemistry for electrowinning with bipolar electrode is similar to that of the monopolar process. The bipolar connection is difficult to construct because of problems in metal deposit harvesting. The bipolar cell design results in significantly increased cell voltages. This can result in power losses through bypass and stray currents in the
cell and in the tankhouse and can affect occupational safety.

In a typical electrowinning or electorefining operation, the electrolytic cells are rectangular tanks, and each contains 20–50 electrode pairs. An additional anode is required in each cell to ensure deposition on both sides of each cathode. The electrodes are designed to rest on busbars that supply electricity. The busbars are situated outside the top of each tank, one for the anodes and another for the cathodes. Thus, the electrode pairs in each tank operate in parallel. In the tankhouse, the cells are arranged in sections with the banks of cells connected in series and parallel to obtain optimum use of the electrical power, while keeping the voltage to earth at any point at a low level that is not a risk to the personnel.

In the traditional parallel-plate cells, the Walker system is the most commonly used electrical arrangement (Fig. 13). In this system, the current flows from a copper busbar on one side of the cell to the anodes, and the cathodes are connected to another busbar on the opposing side of the cell. The second busbar feeds current to the anodes of the second cell, and so on. In the Walker system, only one side of each electrode is connected to the electric circuit. The intercell busbars do not require so much thickness as the end busbars as the current flows through the path of least resistance.

The Walker configuration is prone to current imbalance caused by contact resistances. The current will flow through the least resistant path, so every anode–cathode pair will have a unique
voltage. Highly different voltages will lead to uneven current distribution in the cell. Methods to overcome the electrical problems of Walker configuration were developed a long time ago. The first attempt was the Whitehead system. In the Whitehead system, each cathode bar rests upon the supporting lug of the corresponding next cell anode. This system halves the number of connections in the tankhouse, but it was not taken into use because electrodes resting upon one another made the operation cumbersome. Later developments have focused on the intercell busbar arrangement by improving contacts and adding more current-distributing bars.

Usually, the current density applied in the electrolysis process is restricted by the limiting current density. As the current density increases too close to the limiting current density, serious deterioration occurs in the cathode quality. Pulsating current (PC) and periodic current reversal (PCR) are two techniques that permit an increase in current density without lowering the cathode quality. Early studies on copper, gold, and cadmium suggested that PC leads to refinement of the grain structure, which was attributed to the high instantaneous current densities favoring nucleation. Later studies indicated that nonsteady-state and steady-state mass transport conditions are the most crucial parameters. The deposit structure in PC depends on the nucleation mechanism and adsorption phenomena as well as on mass transport conditions, but a general theory in this field is still lacking [11].

PCR is a method by which a forward current is applied for a length of time followed by a quick current reversal. The interruption of the current flow in PC and
the change of polarity in PCR decrease the concentration gradients at the electrode-electrolyte interface. The effective current density with PC and PCR are equal to (18) and (19):

\[
i_{\text{eff}} = \frac{i_+ \cdot t_+}{t_+ + t_0} \quad (18)
\]

\[
i_{\text{eff}} = \frac{i_+ \cdot t_+ - i_- \cdot t_-}{t_+ + t_-} \quad (19)
\]

where \( i_{\text{eff}} \) is effective current density, \( i_+ \) and \( i_- \) are the current densities of the deposition and reverse phases, \( t_+ \) is the duration of the deposition phase, \( t_0 \) is the duration of the dead phase in PC, and \( t_- \) is the duration of the reverse phase in PCR.

In PCR, the forward to reverse period ratio is typically between 20/1 and 30/1. The PCR has two main effects. The current density may be increased without anode passivation. The reversal current depletes built up metal concentration within the anodic boundary layer. This helps in avoiding the precipitation of metal salts, which is one of the causes of anode passivation. On the cathode, thinning of the diffusion layer and selective removal of nodules during the reverse current phase result in smoother deposits. The major disadvantage of PCR is higher energy costs.

4.1.2.3 Permanent Anodes

Permanent anodes are used in the electrowinning of base metals such as copper, nickel, cobalt, and zinc. The only function of the anode is to transfer electrons from the electrolyte to the external circuit. The usual reactions on the anode surface are oxygen evolution in sulfate electrolytes and chlorine evolution in chloride electrolytes. The permanent anodes have the disadvantages of maintenance costs to clean the anode surfaces and restore the active area, higher power consumption as compared to electrorefining, and low cathode quality if it becomes contaminated owing to the deterioration of the anodes.

The traditional anodes for base metal electrowinning from sulfate solutions have been lead alloys containing calcium–tin, silver, or similar combinations. One potential concern with the lead anodes is the incorporation of lead corrosion products lowering the cathode purity. The other factor that is important to process economics is the high oxygen evolution overpotential that increases the cell voltage. More recently, anodes of titanium coated with precious metals, metallic oxides, and/or their alloys are manufactured. These types of electrodes are referred to as dimensionally stable anodes (DSAs) or “inert” anodes. The advantages of the DSA-type anodes include higher purity deposit, lower anode overpotential, and high corrosion resistance.

In sulfuric acid solutions, the main anodic reaction is oxygen evolution by the decomposition of water. In these solutions, the traditional anode materials have been lead alloys, mainly due to their low cost. Lead–silver alloy is commonly used in traditional zinc electrowinning operations. Antimonial lead is used in copper winning, but new high-purity processes have led to a change to lead–calcium–tin alloys. Metal silicide anodes (Chilex anodes) were formerly used for copper but are still used in some cobalt electrowinning operations. Nickel electrowinning anodes are often made from pure lead [12]. Proprietary anode compositions, anode treatments, and operational practices have been developed to overcome the problems of lead anodes. RSR Technologies has developed a rolled Pb–Ag–Ca–alloy with controlled surface grain structure for zinc electrowinning.
The controlled grain structure allows forming an adherent protective oxide coating within days when placed in an electrowinning cell without the necessity of being preconditioned [13]. In sulfuric acid electrolytes, the introduction of cobalt ions into the solution reduces the anode overvoltage and the corrosion rate of lead.

The electrocatalytically active layer of lead dioxide has a high overpotential toward oxygen evolution, and this causes a significant increase in energy use. The formation of lead dioxide layer happens at potentials of 1.6 V. This means an additional overvoltage of 0.4 V as compared to the equilibrium potential of oxygen evolution. The formation of lead dioxide requires corrosion of lead, which in sulfate solutions results first in the formation of lead sulfate. Crystallization of lead sulfate increases the anode potential to such high values that formation of lead dioxide becomes possible. During operation, it is important to keep a PbO$_2$ electrode well above the PbO$_2$–PbSO$_4$ potential; otherwise, the corrosion of the anode will occur. Despite the formation of a passive film of lead dioxide, there is generally a slow continued corrosion, which leads to the thickening of the PbO$_2$ film.

The DSA-type anodes are “inert”, coated anodes made of a valve metal (titanium, niobium, or tantalum) base coated with an electrochemically active coating. The active coating is made either of noble metals or of mixed metal oxides. Noble metals in active coatings are usually platinum or platinum alloys. Mixed metal oxide coatings contain active oxides and inert oxides; the active components are usually ruthenium dioxide (RuO$_2$) and iridium dioxide (IrO$_2$) and the inert components are mostly titanium dioxide (TiO$_2$) and other oxides such as tantalum oxide (Ta$_2$O$_5$). Oxide coatings are alloyed with inert oxides in order to improve the stability of the oxide layer and to decrease the cost. The first application of ruthenium oxide–coated anodes was the replacement of massive graphite anodes in chlor-alkali cells at the end of the 1960s cf. [14, 15]. Further developments have increased the use of oxide anodes to other electrochemical processes, environmental engineering, electroplating, and cathodic protection. IrO$_2$ + Ta$_2$O$_5$ is the preferred catalytic coating for O$_2$ evolving anodes in acidic sulfate electrolytes.

ELTECH System Corporation has developed and patented a mesh-on-lead (MOL) anode for primary copper electrowinning operations. The MOL anodes have performance advantages relative to standard Pb–Ca–Sn anodes, including lower oxygen evolution overpotential, improved cathode quality, and minimized lead sludge generation. The addition of cobalt is eliminated because of stabilized lead substrate, and current efficiency is improved because of reduced short circuits [16].

4.1.3 Copper Production

World copper refinery production in 2002 was 15 500 000 tons. Primary copper production was 13 780 000 tons, of which 11 100 000 tons (80%) was electorefined and 2 680 000 tons (20%) was electrowon [17]. Pyrometallurgical processes employ high-temperature chemical reactions to extract copper from its compounds. These processes are generally used with copper sulfides and high-grade oxides. The use of high temperatures has several advantages: chemical reaction rates are rapid, some reactions that are impossible at low temperature become spontaneous at higher
temperature, and liquid phase facilitates separation of the metal from the residue. Depending on the minerals and the type of equipment, pyrometallurgical recovery may include roasting, smelting, converting, and fire refining. The fire-refined copper is electrorefined using electric current. The impure copper gradually dissolves from the anode and deposits onto the cathode as 99.99% pure copper. The cathode copper is then melted and cast. Hydrometallurgical processes are applied mainly to oxide ores and low-grade sulfides. Copper is recovered from the pregnant leaching solution through precipitation or solvent extraction. Copper is deposited from the loaded solution produced by solvent extraction using electrowinning.

Electrorefining is the final step in the smelting process for the recovery of copper from sulfide ores. The first commercial copper electrorefinery was built in Pembrey, Wales, in 1869, on the basis of patents issued to Elkington in 1867. The Pembrey plant was producing copper of the order of 6000 t year\(^{-1}\) by about 1903 and finished operation in the 1910s [18]. This was followed in 1876 by the Norddeutsche Affinerie plant in Hamburg, Germany, which is still operating today.

Copper electrorefining plays a major role in the production and recycling of copper. In the production of copper, copper-bearing sulfide concentrates are first smelted to copper matte. The molten matte is oxidized to blister copper by a Peirce-Smith converter and the blister copper is fire refined and cast to copper anodes. Blister copper contains about 99% copper and impurities such as arsenic, bismuth, iron, nickel, lead, antimony, selenium, tellurium, and precious metals. It is cast into flat anodes, most often on a rotating horizontal wheel. The mold shape includes lugs by which the anodes are supported in the cells. The anode thickness is controlled so that each anode has the same lifetime in the electrowinning cell.

A growing percentage of the world’s copper is produced by the leach, solvent extraction, and electrowinning route. The idea of capturing leach solutions rich in copper and passing them directly to an electrowinning plant dates back to the turn of the twentieth century where the first commercial application took place in 1915 at Ajo, Arizona, and La Exotica (Chuquicamata), Chile. The copper produced was of inferior quality, and it had to be reprocessed through a smelter and refinery. As a result, hydrometallurgical processing did not advance until solvent extraction was developed. By using solvent extraction, it was possible to produce a clean, concentrated solution for the electrowinning process. Solvent extraction was first developed during World War II to separate and concentrate uranium, but it was not until the 1960s that selective chemicals were developed for copper [19].

Solvent extraction and electrowinning (SX-EW) is a hydrometallurgical process involving three fundamental steps: ore leaching, solvent extraction, and electrowinning. The first step consists of leaching the copper ore with a weak acidic solution, which, typically, is sulfuric acid. The solution is recovered and mixed in the solvent extraction stage with an organic solvent to selectively remove copper from the acidic leach solution. The organic solvent is then separated and the copper stripped from it with a fresh acidic solution to produce a concentrated, relatively pure copper electrolyte for the final electrowinning stage. In electrowinning, the copper-rich solution is filtered to remove organics, heated, and passed through electrowinning cells, where the copper precipitates
on copper or stainless steel starter sheets to form cathodes, Fig. 14.

4.1.3.1 Copper Electrorefining
The major technical factors in electrorefining are cathode purity, production rate, and specific energy consumption. These factors are influenced primarily by anode quality, electrolyte conditions, and cathode current density. The electrolysis is performed in a solution of copper sulfate and sulfuric acid with a nominal composition of 40–45 g L$^{-1}$ copper and 160–200 g L$^{-1}$ sulfuric acid at 60–66°C with a current density of 180–300 A m$^{-2}$. The life of the anode is from 8 to 28 days. Approximately 2 to 10 kg of anode slime per ton of anode remain [20]. The cathodes contain 99.99% or more copper with about 20 ppm or less of metallic impurities. In copper electrorefining, the cell voltage is usually 0.28–0.30 V. The cathodic current efficiency is 92–98%.

Electrorefining consists of placing impure anodes and thin stainless steel or copper cathodes in electrolyte and passing direct electric current between them. The electric current causes copper to dissolve
from the anodes into the electrolyte and to deposit from the electrolyte on to the cathodes. Some of the impurities do not dissolve (Au, Pt metals, Pb, S, Se, Te, and most Ag). Those impurities that dissolve (e.g. As, Bi, Co, Fe, Ni, and Sb) are continuously removed from the electrolyte. Organic additives are added to the electrolyte to ensure that the deposited copper is dense and smooth (Fig. 15).

The behavior of impure metals depends on their equilibrium potential compared with that of copper:

- Ag, Au, and Pt are more noble than copper and, therefore, will not dissolve anodically. They will remain as metals in the anode slime.
- As, Sn, Bi, and Sb dissolve anodically but will precipitate in the electrolyte as oxide or hydroxide compounds and form part of the anode slime. Because the standard electrode potentials of Bi, Sb, and As are very close to that of copper, they may deposit on the Cu cathode and affect cathode quality.
- Pb dissolves anodically but will form insoluble lead sulfate in the electrolyte. The sulfate will fall to the slime at the bottom of the cell.
- Fe, Ni, Co, and Zn all dissolve anodically and remain soluble in the electrolyte. These elements will reduce at potentials more negative than that at which copper deposits and, therefore, they remain in the electrolyte.
- Nonmetallic impurities, such as NiO and “Kupferglimmer” (Ni–Cu–Sb oxide), do not dissolve and remain in the anode slime.

With or without additives in the electrolyte, the charge-transfer Cu/Cu$^{2+}$ occurs in two consecutive one-electron steps, with Cu$^{+}$ being formed as an intermediate (Eq. (20)). The reduction of cupric ion is a slow reaction, whereas the reduction of cuprous ion to metallic copper is a fast one. This means that without additives the formation of Cu(I) ions is the rate-determining step.

\[
\begin{align*}
\text{Cu}^{2+} & \rightarrow \text{Cu}^{+} \quad \text{slow} \\
\text{Cu}^{+} & \rightarrow \text{Cu(ads)} \rightarrow \text{Cu} \quad \text{fast}\end{align*}
\]
The equilibrium between the Cu(II) and Cu(I) ions and metallic copper is also important. It is described by the disproportionation reaction (21)

\[
\text{Cu}^+ + \text{Cu}^+ \rightleftharpoons \text{Cu}^{2+} + \text{Cu}
\]  

(21)

Copper can be oxidized by air after reaction (22)

\[
2\text{Cu}^+ + 2\text{H}^+ + 0.5\text{O}_2 \rightarrow 2\text{Cu}^{2+} + \text{H}_2\text{O}
\]  

(22)

The reactions (20) to (22) form the copper equilibrium on the electrode surfaces. Concentration of Cu(I) on the cathode surface affects the deposition rate. The maximum net rate of Cu\(^{+}\) production is at about \(-50\) mV versus Cu/CuSO\(_4\) and at higher overpotentials it decreases. Disturbing the Cu(II)—Cu(I)—Cu equilibrium can cause the formation of copper powder, but this is more a problem on the anode. For the current densities commonly used in electrorefining, the cathode overpotential is between 50 and 100 mV. The system is mainly charge transfer controlled and the effect of mass-transfer polarization is small. If Cu(I) concentration on the cathode surface decreases, mass-transfer polarization will increase, causing more uneven deposit.

In order to produce a cast anode that is dimensionally consistent and smooth surfaced, some oxygen must be present in the molten copper. During cooling, this oxygen forms cuprous oxide (Cu\(_2\)O). During the electrorefining process, Cu\(_2\)O dissolves (23)

\[
\text{Cu}_2\text{O} + \text{H}_2\text{SO}_4 = \text{CuSO}_4 + \text{H}_2\text{O} + \text{Cu}
\]  

(23)

Because of this chemical dissolution, copper builds up in the electrolyte. In order to maintain a constant copper concentration in the electrolyte, continuous electrolyte bleed is decopperized with insoluble anodes to maintain the electrolyte copper level.

4.1.3.1 Technology of Copper Refining

Figure 16 shows a general flowsheet of the copper-refining operation. The electrorefining process itself is quite simple, but to maintain that process, many other unit processes are needed. The anodes come from casting. The undersides of the lugs are machined to obtain a smooth surface for good connection and vertical position. The weight of the anodes is between 300 and 375 kg. The anodes are loaded to the electrorefining cells, and if the plant uses copper starter sheets, some of the anodes are used for that purpose. The anodes are refined to cathodes. The anode scrap is returned to anode casting and cathodes go for further processing. The electrolyte is constantly purified and anode slimes are collected for the recovery of valuable metals. For every ton of anode copper, 800–870 kg of cathode copper is produced, the anode scrap makes up 130–180 kg, 5–15 kg of copper is enriched in the electrolyte, and impurities in the anode slime make up 2–10 kg.

Typical anode and cathode analyses are shown in Table 5. Comparisons are made to the ASTM standard B 115-91, grade 1 cathode copper and European Standard EN1978:1998, Cu-CATH-1, which is the same as the London metal exchange (LME) grade A copper.

The electrorefining cells are usually 3–6 m long, 1.0–1.2 m wide, and 1.1–1.4 m deep. The electrolyte flows from one end of the cell to another. The temperature is usually maintained at 60–65° C at the cell inlet, falling to 55–60° C at the cell outlet. The circulation rates are typically 4–6 L min\(^{-1}\) for each cubic meter of cell volume, a cell achieving a nominal
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change of electrolyte every few hours. This electrolyte flow helps control temperature, prevents compositional gradients, replenishes additives, and serves as a bleeding-off stream for electrolyte purification. The cells have 30–46 anodes and the number of cathodes is one more or one less. There is also an additional anode or cathode at the end of the cell. The electrode spacing is 90–100 mm between anode centerlines. Longer cells with about 80 electrode pairs and wider cells (Jumbo cells) are also used. Longer cells, for example the Outokumpu system, require closer control of electrolyte flow and better current delivery system to the electrodes. The Outokumpu system uses polymer concrete cells with 80 permanent cathodes at 100-mm spacing [22]. Jumbo cells are very wide cells (up to 28 m) with several electrode racks, each rack having 40 electrode pairs. The racks are connected in the usual Walker current feed design. The electrolyte flow is from one side of the cell to the other [23].

The anodes remain in the electrolytic cells until they are almost completely dissolved, usually for two batches of cathodes. They are then replaced with new ones. Typically, 13–18% of the

Fig. 16  Typical flow sheet for a copper refinery.
Tab. 5  Typical anode and cathode copper analyses [21]

<table>
<thead>
<tr>
<th>Element</th>
<th>Anode concentration variation ([\mu g; g^{-1}])</th>
<th>Attainable concentrations ([\mu g; g^{-1}])</th>
<th>ASTM B115-91, grade 1, max. ([\mu g; g^{-1}])</th>
<th>EN1978:1998, Cu-CATH-1, max. ([\mu g; g^{-1}])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>98.5–99.6%</td>
<td>Balance</td>
<td>Balance</td>
<td>Balance</td>
</tr>
<tr>
<td>Se</td>
<td>10–3000</td>
<td>&lt;0.2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Te</td>
<td>–</td>
<td>&lt;0.3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Bi</td>
<td>–</td>
<td>0.03–0.3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Total Se+Te+Bi</td>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>Cr</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Mn</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Sb</td>
<td>100–1500</td>
<td>0.5–1.0</td>
<td>4</td>
<td>–</td>
</tr>
<tr>
<td>Cd</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>As</td>
<td>100–4000</td>
<td>0.2–0.7</td>
<td>5</td>
<td>–</td>
</tr>
<tr>
<td>P</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Total Cr+Mn+Sb+Cd+As+P</td>
<td></td>
<td></td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>Pb</td>
<td>100–4000</td>
<td>0.1–0.3</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>S</td>
<td>–</td>
<td>3.0–6.0</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>Sn</td>
<td>10–4000</td>
<td>&lt;0.2</td>
<td>5</td>
<td>–</td>
</tr>
<tr>
<td>Ni</td>
<td>100–5000</td>
<td>&lt;0.3–0.5</td>
<td>10</td>
<td>–</td>
</tr>
<tr>
<td>Fe</td>
<td>–</td>
<td>0.5–1.0</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Si</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Zn</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Co</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Total Sn+Ni+Fe+Si+Zn+Co</td>
<td></td>
<td></td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Ag</td>
<td>100–3000</td>
<td>4.0–15</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>O</td>
<td>1000–4000</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Anode remains as scrap. The Jumbo cells use lighter continuously cast anodes to minimize accidental damages to tank lining. The anodes are used for one batch of cathodes and the anode scrap percentage is 30% [24]. The undissolved anode scrap is washed and recast as new anodes.

The cathodes are grown for 5–14 days. The cathodes weigh 40–160 kg [20]. After being removed from the cell, the cathodes are thoroughly washed to remove the electrolyte that would otherwise contaminate the copper during melting. Two types of cathodes are commonly used. Cathode copper can be deposited on consumable thin copper starter sheets or on reusable stainless steel or titanium cathodes. Currently, two-thirds of world copper refineries use starter plates and one-third use permanent cathodes [20].

The copper starter sheet is the original cathode construction. The starter sheets are deposited on copper, stainless steel, or titanium cathodes for one to two days and then mechanically stripped. The 1 mm thick starter sheets are cut to operating cathode size, straightened, and fitted with loops for hanger bars. After the production cycle, the removed cathodes are replaced by new starter sheets. A critical aspect of the cell operation is a starting sheet with good quality, straight, square edges, and desired surface roughness.
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The major advantages of the reusable cathode blanks are the avoidance of starter sheet manufacturing and improved verticality. Improved cathode verticality improves primary current distribution in the cell, and this has led to fewer short circuits and allowed greater current densities. In the case of reusable cathodes, the copper deposits are mechanically removed and the plates are returned to the cells. There are two major permanent cathode technologies, the ISA process and the Kidd process. The ISA cathode consists of a stainless steel hanger bar welded to a stainless steel plate. The bar and part of the plate are coated with copper to ensure electrical conductivity and corrosion resistance. Traditionally, the ISA process uses wax to prevent copper deposition at the bottom and produces one cathode sheet on each side of the blank. A new system, ISA 2000, has eliminated the use of wax. The Kidd cathode is made by welding a copper hanger bar and stainless steel plate. The Kidd process leaves the bottom exposed, which creates two sheets connected at the bottom. In both the processes, durable plastic edge strips mask the sides of the plate.

During operation, the electrolyte becomes more concentrated with copper, nickel, and arsenic and depleted with sulfuric acid. Floating slimes are composed of antimony arsenate, SbAsO₄, and bismuth arsenate, BiAsO₄. These can float to the cathode, causing contamination. Soluble impurities are removed from the electrolyte by continuously bleeding a portion of the electrolyte through a purification circuit. The impurity level in the anode determines the volume of electrolyte that must be removed for impurity control. Usually, the elements that control this bleed volume are either arsenic or nickel. The bleed volume is based on the quantity of the controlling impurity and the impurity concentration that is tolerable in the electrolyte. The purification of the bleed stream is done in three sequential steps. The excess copper is first removed and recovered, usually by electrowinning in “liberator” cells. Then As, Sb, and Bi are removed via electrowinning to an impure Cu deposit. As the copper concentration decreases, the deposition potential gradually increases until first bismuth and then antimony are reduced to the elemental form at the cathode. Because arsenic deposits at or near the hydrogen potential, the electrical energy requirements are high, and the formation of highly toxic hydrogen arsenide (arsine, AsH₃) may occur. After the removal of arsenic, the nickel sulfate–sulfuric acid solution passes to nickel recovery and acid treatment. Nickel is conventionally recovered by the evaporation of the electrolyte to concentrate and crystallize the nickel sulfate [25].

The insoluble anode impurities are collected as anode slimes from the bottom of the cells and from washing the scrap anodes. The slimes are treated in a precious metals plant for recovery of gold, silver, and other valuable by-products. In conventional slime treatment, the first step is usually the decopperizing in an autoclave at high temperatures and pressures in sulfuric acid media. The filtrate contains tellurium and chlorides. Tellurium is removed by copper, after which the filtrate returns to electrolysis. The slimes are smelted to Doré metal and cast to anodes. The anodes are processed by silver electrolysis. The slime of silver electrolysis contains gold and PGMs. The slime is collected and leached with hydrochloric acid and a strong oxidant. The dissolved gold is precipitated with SO₂ gas, and the PGMs can be cemented.
4 Electrowinning of Metals

4.1.3.1 Energy Consumption In electrowinning, the thermodynamic cell voltage is zero. An applied voltage is only required to polarize the electrodes and overcome ohmic resistances. The typical voltage components in the copper electrowinning cell are shown in Table 6.

Specific electrolytic energy consumption is relatively low, around 0.21–0.24 kWh kg\(^{-1}\) cathode copper. The electrical energy consumption including losses in the hardware is 0.26–0.28 kWh kg\(^{-1}\). In modern refineries, the cathode current efficiency can be as high as 98–98.5%, the anode current efficiency being slightly higher [5, p. 603]. The anode current efficiency is higher because of the chemical dissolution of cuprous oxide (Cu\(_2\)O).

The main component in cell voltage is electrolyte resistance. This depends on the electrolyte resistivity and interelectrode gap. The anode spacing from center to center in world refineries varies between 85 and 115 mm [20]. The interelectrode gap must not be too small as anode slime begins to collect on the cathode. The electrolyte resistivity is a complex function of the electrolyte composition and temperature. Generally, increasing temperature and sulfuric acid concentration lower the resistivity, whereas increasing metal ion concentration increases the resistivity (24)

\[
\rho = 1.1 \cdot [1.0 - 0.007 \cdot (T - 55)] - 0.001 \cdot (H_2SO_4 - 200) + 0.0066 \cdot Cu + 0.0076 \cdot Ni + 0.0082 \cdot Fe + 0.0007 \cdot As
\]

where \(\rho\) is resistivity in ohm centimeter, \(T\) is temperature in degrees centigrade, and concentrations are in grams per liter.

Lowering the electrolyte resistance by varying its composition does not offer many possibilities to work with. The concentration of copper and temperature must be in the usual range to get a good quality deposit. Increasing the concentration of sulfuric acid will increase the chemical dissolution of the anode. The most important method to improve electrolyte conductivity is often by limiting the nickel concentration.

4.1.3.1.3 Additives Additives, such as chloride, thiourea, glue (gelatin) and Avitone, are used in electrowinning as grain refiners and leveling agents. Glue acts as a leveling agent. Thiourea, Avitone (trade name for a group of chemical compounds based on hydrocarbon sodium sulfonates), and chloride act as grain-refining agents. Although the exact mechanism and synergism of the leveling action of additives is not well known, their effect on cathode quality and the influence of the electrolysis parameters on the leveling action are documented [26]. The additives allow the production of smooth dense cathodes since morphology is extremely important in maintaining cathode purity. Nodules and dendrites are the most common surface defects that lead to impurities in the cathode. The glue dosage ranges from 30–40 to 190–200 g t\(^{-1}\) of copper. The
thiourea dosage ranges from less than 10 to more than 100 g t$^{-1}$ of copper.

The glue adsorbs mainly at locations with high electric field strength, such as edges, nodules, and needles. Adsorption of the polar glue molecules on these areas leads to the formation of an isolating layer, and the field strength decreases. As a result, growth of the protrusion stops. After the copper layer has grown up to the level of the protrusion, the field strength equalizes, the glue is desorbed, and it can adsorb again in another area with high field strength. The glue acts as an inhibitor, which leads to the deposition of the base-oriented structure. Low concentrations of thiourea depolarize the cathode and the deposit structure changes to a field-oriented structure. Thiourea can also react with glue, which results in the reduced cathode-polarizing effect of glue. The deposit structure is still compact and the growth proceeds with the base-oriented structure with Cu crystals having clearly restricted length. Chloride ion is added to modify the morphology, structure, and mechanical properties of the deposits. The chloride ions give a smooth deposit surface structure (Fig. 17) [27].

The correct addition of leveling agents is critical to the production of smooth and dense cathodes. The higher the current density, the more critical the additive levels become. In the case of glue, the cathodic polarization values are indicative of adequate active glue levels. As the glue loses its activity, the cathodic

![Fig. 17 Copper deposit morphologies from crosscut samples. Electrolyte contains 180 g L$^{-1}$ H$_2$SO$_4$, 45 g L$^{-1}$ Cu$^{2+}$, and 10 g L$^{-1}$ Ni$^{2+}$. $T = 60^\circ$C and $i = 350$ A m$^{-2}$. (a) Without additives, (b) with 2 mg L$^{-1}$ glue, (c) with 2 mg L$^{-1}$ thiourea, and (d) with 2 mg L$^{-1}$ glue, 2 mg L$^{-1}$ thiourea and 30 mg L$^{-1}$ Cl$^-$.](image)
polarization decreases. Today, the CollaMat method is widely used to continuously measure the active glue concentration in the electrolyte. The CollaMat system is a proprietary real-time glue-monitoring apparatus. With the CollaMat process, copper electrolysis is performed under certain conditions in a specially constructed measuring cell through which the electrolyte flows continuously during the measuring cycle. The glue content is calculated from the kinetic data compiled during the measuring process [26]. The Reatrol Process is a patented technique, which utilizes differential pulse polarography to ascertain the active concentration of thiourea by complexation with a dropping mercury electrode [28].

In order to achieve high production rates, high current densities are desirable. High current densities can cause two major problems. Increasing the current density causes higher impurity levels in the cathode as increased roughness promotes the occlusion of floating slime and electrolyte. The anode can passivate when impurities gather on the anode surface, causing the crystallization of copper sulfate. Many copper producers have increased the current density to 300–350 A m\(^{-2}\). Copper electrowinning under conventional electrolysis conditions is possible up to 1000 A m\(^{-2}\), in principle. However, increasing the current density will result in large dendrite formation on the cathode and anode passivation. In the current density range 700 to 1000 A m\(^{-2}\), periodic oscillations of the cathodic polarization and bath voltage reveal instabilities in the traditional additive system of glue, thiourea, and chloride. A significant increase of current density in copper electrowinning requires alternative additives [29].

### 4.1.3.2 Sulfate-based Copper Electrowinning

About 20% of primary copper is obtained by leaching the oxide and supergene sulfide ores [17]. On a capacity basis, Chile is the largest producer of electrowon copper [30]. Sulfate processes using oxygen as the oxidant are the most common methods for copper leaching. It is generally necessary to use pressure leaching at high temperatures (150–225 °C) to achieve rapid leaching rates of 1–2 hours. The atmospheric leaching processes with fine grinding to less than 20 µm require 12–24 hours for high Cu extraction and biological leaching processes typically require several days [31]. In dump or heap leaching, the pregnant leach solution contains 0.5–5 g L\(^{-1}\) Cu; in bacterial leaching, 20–50 g L\(^{-1}\) Cu; and in pressure acid leaching, 20–90 g L\(^{-1}\) Cu.

The most important copper electrowinning production method is heap leaching of oxide copper ores with recovery by solvent extraction and electrowinning (SX-EW process). The general flowsheet of an SX-EW process is shown in Fig. 18. It is a low-cost method of copper recovery. This technology has recently been applied successfully to mixed oxide and chalcocite ores, notably in Chile. Currently, there are significant development efforts underway to try to extend heap leaching to chalcopyrite ores.

The copper electrowinning process requires concentrated solutions to improve mass transport and increase the solution conductivity. The pregnant leach solutions from leaching are too dilute and too impure for the direct production of high-purity cathodes. Electrowinning from these solutions would give impure, dendritic deposits. Solvent extraction provides the means for producing pure,
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4.1.1 High-Copper Electrolytes

The copper is deposited from a solution usually containing 25 to 60 g L\(^{-1}\) copper as copper sulfate and 50 to 180 g L\(^{-1}\) sulfuric acid, at a temperature of 50–60°C. The same types of additives as in copper electrorefining are used. Addition of cobalt to the electrolyte is used to lower the anode overpotential. The typical current density is 300 A m\(^{-2}\). The cell voltage is about 2.0 V and the energy consumption is about 2.0 kWh kg\(^{-1}\) [30].

Over 70% of the electrowinning plants use polymer concrete cells. The cell length can vary from 3 to 17 m. The cathode center-to-center distance is 90–110 mm. In copper electrowinning, the oxygen-evolving anodes are usually made from lead. The most common anode type is the rolled lead–calcium–tin anode. The traditional cathodes for copper electrowinning were thin copper starter sheets made by plating copper onto titanium or stainless steel electrodes. Two-thirds of the copper electrowinning plants use stainless steel permanent cathode technology. The cathode copper is stripped from the stainless steel in automated machines [30].

The Sherritt–Cominco process was developed as an alternative to smelting of sulfide concentrates. The key feature of the Sherritt–Cominco process is the removal of iron before the leaching of copper. The concentrate is thermally activated and leached with sulfuric acid to dissolve iron. Iron is precipitated as jarosite. The leach residue is pressure leached with oxygen in acid solution to convert copper sulfides to copper sulfates. The solution is purified by the coprecipitation of Te, As, Bi, Sb, Pb, and Se with Fe\(_2\)O\(_3\). The electrolyte contains 30 g L\(^{-1}\) Cu and 140 g L\(^{-1}\) sulfuric acid. The electrowinning is done in covered air-sparged cells using lead anodes and titanium cathodes. Current density in electrowinning is high, 430–650 A m\(^{-2}\). The cell voltage is 2.5 V and current efficiency over 90% [32].

4.1.3.3 Halide-based Copper Electrowinning

Chloride leaching of copper sulfides has received a great deal of attention in past decades. The chloride processes have distinct advantages over sulfate-based processes. The chloride systems have faster kinetics, making atmospheric leaching
more practical. Almost all the sulfides are oxidized to elemental sulfur. The higher solubility of metals means smaller solution volumes in subsequent steps [33]. The major difficulties are the need for special construction materials due to the corrosivity of chloride solutions leading to relative high capital and maintenance costs for the plant. Most of the chloride-based processes can be grouped into three main classes:

1. Processes that use chloride leaching, solvent extraction to sulfate solution, and electrowinning from sulfate solution.
2. Processes that use ferric chloride or cupric chloride to produce cuprous chloride solution. Copper is recovered by chemical precipitation.
3. Processes that use ferric chloride or cupric chloride to produce cuprous chloride solution. Copper is recovered by electrowinning in diaphragm cells, and the leachant is regenerated at the anodes.

Electrowinning directly from chloride solutions usually does not produce solid cathode copper. The exchange current density of Cu⁺/Cu equilibrium in pure chloride solution is very high, 240 mA cm⁻² [34]. According to the theories of Fischer [7] and Winand [8] on electrodeposition, the reaction inhibition is low and so the deposit morphology becomes easily powdered. The electrowinning of copper from chloride solutions often results in impure deposits. In a cuprous chloride solution, the discharged copper ions are monovalent, so the electrochemical equivalent is half of that of divalent copper in sulfate solutions. The anodic overpotential of chlorine evolution is 0.5–0.6 V lower than that of oxygen overpotential with lead anodes in sulfate solutions. The lower electrochemical equivalent of cuprous ion and lower anode overvoltage would significantly decrease the energy consumption. However, the current efficiency in cuprous chloride electrolytes is low if the electrolyte contains even small amounts of cupric ion. The cupric ion is a powerful oxidant, and it will again leach the cathode deposit.

The Duval Corporation’s CLEAR (copper leach, electrolysis, and regeneration) process was operated in a 100 t day⁻¹ copper leaching/electrowinning plant in Arizona, USA, between 1976 and 1982 [35]. The concentrates were leached countercurrently in two stages. The first leaching stage used hot cupric chloride at atmospheric pressure to yield a cuprous chloride solution. After clarification, the pregnant leaching solution was sent to copper electrowinning. Copper was deposited as a powder. The copper is electrowon from nearly saturated chloride solution. The electrowinning cell is of unique construction. Metal cathodes are suspended in the solution above a continuous conveyor belt within the tank. Nonmetallic anodes are suspended in diaphragm bags [36]. The copper that was produced in CLEAR process by electrowinning contained Ag and other impurities that necessitated its treatment as blister copper, that is, it had to be melted, cast into anodes, and refined electrolytically [35]. The commercial operation had several major problems including gypsum fouling in the tankhouse, silver contamination of the final product, and washing of the final product.

In the Cuprex process, the copper sulfide concentrates were leached with a sodium chloride and ferric chloride solution in two stages to produce a cupric chloride solution. Copper is extracted by solvent extraction and recovered as powder by electrowinning. The process used
Metclor cells with DSA-type anodes, hollow titanium cathodes, and cation-selective membranes. Copper is deposited on the cathode and chlorine is evolved on the anode. Sodium ions transport through the membrane to the catholyte. The operating principle of the Metclor cell was quite close to that of the chlor-alkali diaphragm cell. Copper was deposited at the current density of 1500 A m$^{-2}$. The spent catholyte contained cupric, cuprous, and sodium ions. Chlorine generated at the anode was recovered and used to reoxidize the cuprous chloride generated in the catholyte during electrowinning. The recovered anolyte was depleted from copper and used again as anolyte [37].

The Intec Copper Process is a chloride-based method of converting copper sulfides to high-purity copper and elemental sulfur. The main components of the leaching solution are sodium chloride and bromide. The lixiviant, BrCl$^2$–, also known as Halex™, is produced anodically in the electrowinning cell. The leaching is carried out at atmospheric pressure using air as the oxidant. The process utilizes a three-stage countercurrent leaching at 80–85°C. Copper is leached in stages 1 and 2 and gold is leached in stage 3. The pregnant solution is purified in several stages. First, all the copper is converted to cuprous by contact with copper powder. Second, silver is removed by an amalgam process using mercury and aluminum additions. The final step is neutralization with limestone to pH 4.0–4.5 to precipitate the residual impurities. The purified cuprous chloride–sodium halide solution contains 80 g L$^{-1}$ Cu$^{+}$, 250 g L$^{-1}$ NaCl, 30 g L$^{-1}$ CaCl, and 30 g L$^{-1}$ NaBr at 75°C. The solution is fed to a diaphragm cell where Cu dendrites are deposited on corrugated titanium cathode. The depleted catholyte permeates through the membrane, where the lixiviant is formed and the remaining copper is oxidized to Cu$^{2+}$. At current densities of 1000 A m$^{-2}$, the cell voltage is 3.2 V. The current efficiency is 98%; the power consumption is approximately 1.4 kWh kg$^{-1}$. The dendritic copper produced from electrowinning is collected by a belt conveyor, washed, and dried under inert atmosphere [38].

### 4.1.4 Nickel Production

World nickel metal production in 2002 was 678 000 tons [39]. Hydrometallurgy has typically been applied to the treatment of nickel–copper mattes, anode nickel, and reduced laterite ore. The sulfide concentrates are usually oxidized by roasting and then smelted to copper–iron–nickel sulfide matte (75–80% Cu–Ni), which is refined or used directly to make Monel metal. Cathode nickel can be produced from a variety of electrolytes, including chloride, sulfate, or a mixed chloride–sulfate. The former two are acid systems used in leaching and electrowinning. Mixed chloride–sulfate electrolytes are used for electrorefining the nickel sulfide matte from the traditional matte-smelting operations.

The first electrolytic nickel refinery plant, treating nickel metal anodes, was built by Hybinette in Kristiansand, Norway, in 1910, and this plant was acquired by Falconbridge in 1928. INCO developed electrorefining of nickel sulfide matte anodes in the 1950s. In a typical electrowinning process, the raw material is first smelted to a matte and then leached in a sulfate or chloride solution. The sulfur of the raw material is oxidized to insoluble elemental sulfur or soluble sulfate. The nickel contents of the mattes treated hydrometallurgically are in the
range 39–79%, while the copper content varies from 1 to 52% and sulfur varies from 4 to 23%. Mattes with less than 7% copper can be leached by ammoniacal pressure leaching, ferric chloride leaching, or direct electrorefining of the matte. High-copper mattes containing over 25% Cu can be dissolved under atmospheric pressure or using autoclaves, by sulfuric or hydrochloric acid. Nickel is recovered from the purified solution either electrolytically as a nickel cathode or by chemical reduction with hydrogen as nickel powder.

4.1.4.1 Nickel Electrorefining

The first nickel electrorefining process was the Hybinette process developed by the Swedish metallurgist Noah Victor Hybinette in 1905 for refining crude nickel anodes. The process forms the basis of modern nickel electrorefining practices. The anodes of the Hybinette process were usually nickel–copper alloys with 84% Ni and 15% Cu. The cathode plates were usually nickel sheets. The electrolysis was done in weakly acidified nickel sulfate and boric acid electrolyte with 50–60 g L\(^{-1}\) Ni and 10–20 g L\(^{-1}\) H\(_3\)BO\(_3\). The Hybinette cell had separated anode and cathode departments, Figure 19. The electrolyte from the anode compartment was purified by the removal of iron and copper. The purified electrolyte was pumped to the cathode compartment which had solution level higher than in the anode compartment. The depleted electrolyte flowed through cloth separators to the anode compartment. At the anode, nickel, copper, and iron dissolved, while the precious metals fell to the anode slime (Fig. 19). The temperature of refining was 55–60°C. The current density was 110–135 A m\(^{-2}\), cell voltage was 2.3–2.7 V, and the current efficiency was 80–85%. The energy consumption was 3–4 kWh kg\(^{-1}\) nickel [40, 41].

4.1.4.1.1 Electrorefining Nickel Metal Anodes

In the refining of nickel metal anodes, the principal reaction at the anode is the dissolution of nickel metal as nickel ions. The principal cathodic reaction is the reduction of nickel ions from solution. Nickel anodes are made by reducing nickel oxide with coke at temperatures up to 1550°C and casting in molds. The practice is designed to obtain anodes with the desired strength and crystal size.

The anodes contain nickel both as metal and as sulfide. During nickel metal anode refining, the nickel phase dissolves selectively, leaving sulfides undissolved. The increase in sulfur content decreases the anode overvoltage but increases the quantity of anode slime [42].

Depending on the practice, the tank holds 30–40 anodes with an additional anode at the end of the tank to prevent warping of the cathode. The cathode compartments of the cell are segregated from the anode by a porous diaphragm enclosing the cathode. If the soluble impurities reach the cathode surface, they will codeposit with the nickel. To avoid contamination of the refined nickel cathodes, the impure anolyte solution is taken through a purification process. The purified solution is fed into the cathode compartment at a rate sufficient to maintain the rate of nickel deposition. Owing to the diaphragm cloth, the solution level in the cathode compartment is higher than that in the rest of the tank. This hydrostatic force causes the solution to flow from the cathode compartment through the diaphragm into the anolyte. This flow prevents the ingress of anolyte or impurity ions into the cathode compartment. The nickel starting sheets are made by depositing nickel onto permanent stainless steel or titanium cathode blanks, from which the thin sheet is stripped after 24 or 48 hours. The starting
sheets are fitted with suspension loops and placed in the production cells.

INCO produced electrolytic nickel at its refinery in Port Colborne, Ontario, Canada. The production started in 1926. The anodes were made by reducing nickel oxide with coke, and the anodes contained about 93.5% Ni, 4% Cu, and 1% Co. The sulfur content was low, about 0.6%. The approximate composition of the purified electrolyte was $60 \text{ g L}^{-1} \text{ Ni}^{2+}$, $95 \text{ g L}^{-1} \text{ SO}_4^{2-}$, $35 \text{ g L}^{-1} \text{ Na}^+$, $55 \text{ g L}^{-1} \text{ Cl}^-$, and $16 \text{ g L}^{-1}$ boric acid, and the temperature was $60 \text{ C}$. The current density of the process was 16 A/sq.ft (approximately 170 A m$^{-2}$) and the cell voltage was about 1.6 V. At the normal cell operating voltage, the principal impurities – iron, cobalt, lead, arsenic, and copper – dissolved into the solution with nickel. Silver, gold, the PGMs, sulfur, selenium, and tellurium fell to the bottom of the cell as an insoluble slime. The produced cathodes had a purity of better than 99.9% Ni [43].

Today, INCO no longer refines nickel in Port Colborne.

Falconbridge Ltd electrorefined nickel anodes in its Kristiansand, Norway plant using the Hybinette electrorefining process until 1981. The raw material was crushed converter matte produced at the Falconbridge, Ontario, Canada smelter. The matte contained 48% Ni, 27% Co, and 22% S. The matte was ground and roasted to oxide. The oxide was leached in sulfuric acid to remove copper and the remaining oxide was melted using coke for reduction. The anode composition was about 76.5% Ni, 17% Cu, 2.0% Fe, 1.4% Co, and 1.4% S. The anode size was about $95 \times 60 \text{ cm}^2$, with 5.5 cm thickness and the weight about 260 kg. The cathode starting sheets were slightly larger, $100 \times 67 \text{ cm}^2$. The tanks had 39 anodes and 38 cathodes. The operating current density was 180 A m$^{-2}$. The cathode cycle was typically eight days.
and the final cathode weighed 50 kg. The cathode purity was better than 99.95% Ni [43].

The refining of metallic nickel anodes is still practiced in the former Soviet Union. The Severonikel complex at Monchegorsk in the Kola Peninsula treats a blend of high-grade nickel–copper ores, concentrates, mattes, and scrap from the nickel-mining operations at Norilsk and Pechenga. The oxide calcine is reduced with coke to form a metallized oxide, which is melted at 1550 °C in an electric arc furnace for anode casting. The anodes typically weigh 350 kg and contain 86–88% Ni, 2% Co, 4.5% Fe, 4% Cu, and 0.2% S. The electrolyte contains 75–78 g L\(^{-1}\) Ni, 130–150 g L\(^{-1}\) sulfate, 14 g L\(^{-1}\) Cl\(^-\), and 6 g L\(^{-1}\) H\(_3\)BO\(_3\), at pH 2. The current density is 250 A m\(^{-2}\). The cathodes are enclosed in a synthetic fiber bag supported on a polypropylene frame. The anode cycle is 30 days, while the cathode cycle is 4 or 6 days. The anode slimes are recovered by washing the adhering material off the corroded anodes, and from the bottom of the electrolytic cells, at the end of each anode cycle, for subsequent processing to recover precious metal values [44].

4.1.4.1 Electrowinning of Metals

4.1.4.1.2 Electrowinning Sulfide Matte

The International Nickel Company developed a method to refine impure nickel sulfide anodes directly to metal, using mixed sulfate–chloride electrolyte [45]. Nickel sulfide (\(\alpha\)-Ni\(_3\)S\(_2\)) anodes can be cast directly from low-copper converter matte or from melted nickel sulfide concentrate produced by the matte separation process. Controlled cooling is necessary to produce anodes with the required mechanical properties. The cooling of anodes can take up to 36 hours. Using nickel sulfide anodes eliminates the intermediate roasting of the sulfide to oxide and reducing the oxide to produce metallic nickel anodes. The anode composition is essentially Ni\(_3\)S\(_2\) and nickel alloy with roughly 75% nickel and 25% sulfur. Control of the sulfur content of the anodes is important. If the sulfur content is less than 15%, the metallic nickel dissolves preferentially, leaving undissolved nickel sulfide in the slime. At sulfur contents above 15%, the anode corrodes uniformly with elemental sulfur in the slime. The anodes can contain up to 3% copper as Cu\(_2\)S and metallic impurities such as iron, cobalt, lead, zinc, and PGMs.

The principal anodic reactions are the oxidation of the sulfur of the nickel sulfide to elemental sulfur with simultaneous release of metal ions to the solution (25)

\[
\text{Ni}_3\text{S}_2 \rightarrow 3\text{Ni}^{2+}(aq) + 2\text{S}(s) + 6e^- \tag{25}
\]

The metallic nickel phase dissolves as in the refining of nickel metal anodes. The Ni\(_3\)S\(_2\) dissolution by reaction (25) requires 0.2 V higher overpotential than dissolution of the nickel metal. The cathodic reaction is the deposition of nickel. The anode potential is sufficiently high so that some oxygen evolution happens. The unwanted oxygen evolution reaction, together with the electrolytic dissolution of impurities from the anode, lowers the anodic nickel dissolution efficiency so that nickel is deposited from the solution at the cathode faster than it dissolves at the anode. This imbalance is corrected during electrolyte purification by dissolving nickel matte in the electrolyte to neutralize the free acid and replenish the nickel content [43].

Operation of the nickel matte refining cell is similar to that of the metal anode cell except that the anodes are enclosed in bags to collect the voluminous sludge. The cathodes are placed in conventional cathode compartments. The anode spacing
in the matte-refining cell is greater than that in the metal-refining cell, to allow for the increase in volume of the matte anode as it corrodes. The actual cell voltage, including the potential drops across the contacts and through the electrolyte, is about 2.8 V for new matte anodes. As the anodes dissolve, the sludge forms a strongly adherent porous surface layer. As the sludge layer becomes thicker, the electrical resistance between the electrodes increases and the cell voltage increases to about 4.0 V by the end of the anode cycle. The increase in cell resistance also results in increased heating of the electrolyte. At the beginning of the anode cycle, the temperature of the electrolyte leaving the tank is 15°C higher than that at the time of entering, but at the end of the anode cycle the temperature difference is 25°C [43].

The INCO, Thompson plant in Manitoba, Canada, electrolyzes 240 kg sulfide anodes in a sulfate–chloride electrolyte. The approximate composition of the electrolyte is

\[ 60 \text{ g L}^{-1} \text{Ni}^{2+}, 95 \text{ g L}^{-1} \text{SO}_4^{2-}, 35 \text{ g L}^{-1} \text{Na}^+, 60 \text{ g L}^{-1} \text{Cl}^-, 16 \text{ g L}^{-1} \text{H}_3\text{BO}_4, \text{ and the temperature is 60°C} \]

Nickel, cobalt, and copper dissolve from the anode, while sulfur, selenium, and the noble metals form an insoluble sludge or slime, from which they can be recovered. The anode sludge contains 95% elemental sulfur, sulfide sulfur, nickel, copper, iron, selenium, and precious metals. Nickel is deposited on to pure nickel starting sheets. The anode cycle is 15 days and the cathode cycle is 5 to 10 days. Electrolysis is carried out at a current density of 240 A m\(^{-2}\) giving a cell voltage of 3 to 6 V [44, 46].

4.1.4.2 Sulfate-based Nickel Electro-winning
The electro-winning processes use nickel sulfide matte, which is dissolved. To prevent the deposition of impurities, the electrolyte is routed through a purification process before the solution is pumped to the cathode compartment. Nickel electro-winning is done in diaphragm cells using permanent anodes. In the sulfate system, the anodes are usually made of lead but permanent DSA-type anodes can also be used. The anode reaction is oxygen evolution which leads to the formation of hydrogen ions.

In a sulfate electro-winning system, the cathodes are suspended in bags, even though the nickel sulfate solution is purified before it enters the tankhouse. The cathode must be protected from strongly acidic anolyte. A high concentration of hydrogen ions at the cathode would result in hydrogen gas evolution that will reduce the current efficiency and lower the cathode quality.

The energy consumption in electro-winning depends on the thermodynamic voltage, electrode polarization, and electrolyte resistivity. The conductivity of nickel electro-winning electrolytes (catholyte) at 60°C is typically 120 mS cm\(^{-1}\) and for nickel electro-refining electrolytes at 60°C it is about 200 mS cm\(^{-1}\) [47]. The sulfate electrolyte conductivity can be estimated using Eq. (26)

\[
\kappa = 114.84 - 0.39359 \cdot [\text{Ni}] + 0.79499 \cdot [\text{H}_2\text{SO}_4] + 1.0328 \cdot T \]  

where \(\kappa\) is the electrolyte conductivity in millisiemens per centimeter, the concentrations are in grams per liter, and the temperature is in degrees centigrade [48]. Equation (26) indicates that electro-refining and electrowinning at any given sulfuric acid concentration should be carried out at low nickel concentration. Low nickel concentration, on the other hand, would give a low limiting current density.
The OMG Harjavalta nickel refinery in Finland operates the plant developed by Outokumpu and started in 1960. The process uses flash furnace and electric furnace mattes as raw materials. The flash furnace mattes have high iron and low sulfur content and electric furnace mattes have low iron and high sulfur content. The fine ground matte is leached using nickel electrowinning anolyte containing 100 g L\(^{-1}\) Ni and 50 g L\(^{-1}\) sulfuric acid. In the reactors, the feed is strongly agitated and oxygen is fed to the reactors from below. The temperature in the reactors is 85 °C. Seventy percent of the incoming nickel is leached. Copper is leached and precipitated as sulfides. Cobalt is nowadays separated by solvent extraction. The raffinate from cobalt extraction contains 130 g L\(^{-1}\) nickel, sodium sulfate, and boric acid to improve the deposit. The latter additive adjusts the pH to 3.5–3.8. The metal is deposited at 65 °C onto nickel starter sheets and oxygen is evolved at the lead anodes. The sulfuric acid generated at the anode is utilized by recirculating the anolyte to the leach circuits [49–51].

The OMG Harjavalta nickel refinery has 126 electrowinning cells, of which 108 are commercial cells and 18 are starting sheet shells. The older cells have 49 insoluble lead anodes and 48 cathodes and the newer cells have 53 anodes and 52 cathodes each. Figure 20 shows the schematic cell construction used at the Harjavalta nickel refinery. The bagged cathodes are nickel starting sheets made by the deposition of nickel for 48 hours onto a titanium mother blank. The deposits are stripped and automatically made up into starting sheets. The purified solution is fed separately to the cathode compartments at
a rate sufficient to maintain a hydrostatic head of about 30 mm. The current density is 180–200 A m$^{-2}$, giving a cell voltage of about 3.6 V. The cathode cycle is seven days and the weight of one cathode is 65 kg [51].

In the Sherritt acid pressure leaching process, the high-grade Ni–Cu matte is ground and treated in atmospheric pressure with spent copper electrolyte. Some of the nickel is dissolved in this step. The solution is treated to crystallize nickel sulfate. The leach residue is leached in an acid oxygen pressure leach process (CuSO$_4$ – H$_2$SO$_4$ – O$_2$) at a temperature of 140°C and a pressure of 550 kPa. In the pressure leach, all the nickel and copper are dissolved and all the sulfur in the matte is oxidized to sulfate. After purification steps to remove selenium, iron, lead, and cobalt, copper is recovered by electrowinning. Zinc from the zinc sulfate is recovered by electrowinning or hydrogen reduction [46].

4.1.4.3 Chloride-based Nickel Electrowinning

The advantages of using chloride electrolytes compared with sulfate electrolytes are higher electrical conductivity, lower electrolyte viscosity, lower overpotential for nickel reduction, and higher solubility and activity of nickel. An important factor is the lower anode potential of chlorine evolution compared with oxygen evolution in sulfate electrolytes using the common lead anodes. Chloride electrolytes require insoluble or dimensionally stable anodes, usually titanium coated with an electroactive noble metal or oxide, and a diaphragm system to collect the Cl$_2$ gas from the anode. The chlorine liberated at the anode is recycled for use in the leach circuits. In practice, some decomposition of water also occurs to yield small quantities of hydrogen at the cathode and oxygen at the anode.

Falconbridge Nikkelverk A/S in Kristiansand, Norway, uses the chlorine leach and electrowinning process. The matte is first ground and then chlorine leached to dissolve the contained nickel. The chlorine leach solution is oxidized with chlorine gas and neutralized with nickel carbonate to precipitate iron hydroxide. The filtrate is pumped to solvent extraction of cobalt. The cobalt solution is sent to cobalt electrowinning. The raffinate contains 220 g L$^{-1}$ Ni and it is diluted to 85 g L$^{-1}$ Ni for Pb and Mn removal, and after that, it is diluted to 60 g L$^{-1}$ Ni for electrowinning. Typical operating parameters for electrowinning are current density of 220 A m$^{-2}$ and current efficiency of 98–99%. The catholyte contains 60 g L$^{-1}$ Ni and the anolyte contains 54 g L$^{-1}$ Ni and the electrolyte temperature is 60°C. The refinery produces both regular nickel cathodes and Falconbridge Crowns™. The regular cathodes are produced by plating onto nickel starting sheets. Crowns weighing 30–60 g are round pieces produced by plating nickel onto nonconductive cathode blanks with evenly spaced conductive spots [52, 53].

Nickel electrowinning is done in diaphragm cells using DSA anodes and nickel starting sheets. Each cell contains 46 anodes and 45 cathodes with an anode spacing of 145 mm. In the Falconbridge system, the anodes are enclosed in a polyester diaphragm bag to collect the chlorine gas generated in the anode reaction. Figure 21 shows the Falconbridge nickel electrowinning cell design. The chlorine gas is channeled to a vacuum hood fitted to the top of the anode. Ducts, connecting the top of the hood with a manifold that runs alongside the tank, allow the
withdrawal of both chlorine and anolyte by suction. Purified solution is fed in at one end of the cell, and the solution level is held constant by maintaining a small overflow at the other end, while the greater portion of the electrolyte is withdrawn as anolyte with the chlorine gas.

The Sumitomo Metal Mining Co. formerly operated nickel metal and matte electrorefining processes. In 1992, they started a matte chlorine leach and electrowinning (MCLE) process to treat their nickel matte at Niihama in Japan. In the MCLE process, metallic elements are leached with chlorine gas. Cupric ions are used as an oxidant in leaching. Copper ions are removed by electrowinning. Nickel and cobalt are first solvent extracted together. Stripping is done with dilute HCl to produce cobalt and nickel chloride solutions. The Co and Ni are then separated also by solvent extraction. The nickel electrowinning is done in purified nickel solution at pH = 1.5 and temperature of 60 °C. The process uses DSA anodes with diaphragm bags. Chlorine gas and anolyte are sucked out and sent for chlorine recovery. The current density in Ni electrowinning is 230–250 A m⁻² and cell voltage is 3.0–3.1 V [54].

SLN’s Sandouville nickel refinery at Le Havre, France, produces electrowon nickel from matte containing 75% nickel. The matte contains virtually no copper. The matte is first finely ground and then leached with ferric chloride in the presence of chlorine. Nickel, cobalt, and iron are converted into chlorides, while sulfur remains in the elemental state. The solution of nickel, cobalt, and iron chlorides is filtered to remove sulfur and other insoluble materials and then put through processes of extraction and purification. Iron and cobalt are extracted by using selective organic solvents. This yields a solution of pure cobalt chloride and a cobalt-free solution of nickel chloride. The nickel solution is electrowon using insoluble anodes and nickel starter sheets [46].

4.1.4.4 Nickel Electrolyte Purification

For the production of nickel cathodes, it is essential that the solution is purified before
it is pumped to the cathode compartment. Treatment of electrowinning anolyte or spent electrolyte varies, depending on the type of leaching circuit used. The purification unit processes and their order depend on the impurity levels in the anode.

Cobalt is present in almost all nickel ores. Previously there was no use for cobalt and as its value was less than that of nickel, it was not separated. Therefore, old nickel alloys contain much more cobalt than those of the present day. Two chemical methods are based on the oxidation of cobalt to three-valent ions. Cobalt is precipitated as cobalt(III) hydroxide by treating the solution with chlorine to oxidize the cobalt(II) to cobalt(III) and adding nickel carbonate to control the pH to 4 (27)

\[
2\text{Co}^{2+} + \text{Cl}_2 + 3\text{NiCO}_3 + 3\text{H}_2\text{O} \rightarrow 2\text{Co(OH)}_3 + 3\text{Ni}^{2+} + 2\text{Cl}^- + 3\text{CO}_2
\] (27)

Chlorine cannot be used in pure sulfate electrolyte; nickel(III) hydroxide is normally used (28). Other oxidants that can be used to remove cobalt from the sulfate system include peroxyde, persulfate, and ozone [5, p. 803]

\[
\text{Co}^{2+} + \text{Ni(OH)}_3 \rightarrow \text{Ni}^{2+} + \text{Co(OH)}_3
\] (28)

Precipitation of cobalt as sulfide is done in ammoniacal nickel matte leaching. From sulfate or sulfate/chloride solutions, cobalt is nowadays normally removed by using solvent extraction [46]. Phosphine-based solvent extraction reagents such as di-2-ethylhexylphosphoric acid (D2EHPA) are used to extract cobalt from nickel sulfate solutions. From pure chloride electrolytes, solvent extraction is done with a tertiary amine such as tri-isooctylamine. Copper may be removed by cementation with activated metallic nickel powder, causing copper ions to precipitate as metallic copper while metallic nickel dissolves (29)

\[
\text{Cu}^{2+} + \text{Ni(s)} \rightarrow \text{Cu(s)} + \text{Ni}^{2+}
\] (29)

Alternatively, copper may be precipitated as copper sulfide using hydrogen sulfide, sodium sulfide, or ammonium sulfide (30)

\[
\text{Cu}^{2+} + \text{H}_2\text{S(g)} \rightarrow \text{CuS} + 2\text{H}^+
\] (30)

The MCLE process of Sumitomo uses electrowinning for copper removal. In the copper electrowinning, separation of copper and nickel is achieved by high copper concentration and low pH. High current efficiency of copper removal is achieved by optimizing copper concentration and depositing copper as powder [54]. The Outokumpu process has also used electrowinning to remove copper. Nowadays in the Outokumpu process, copper is leached away before nickel leaching. Solvent extraction is also used to remove copper from the leachate and anolyte of copper-rich anodes.

Iron is normally removed by oxidizing the iron to Fe$^{3+}$ and precipitating it as ferric hydroxide by hydrolysis (31)

\[
\text{Fe}^{3+} + 3\text{H}_2\text{O} \rightarrow \text{Fe(OH)}_3 + 3\text{H}^+
\] (31)

The pH of the solution is raised by adding, for example, nickel carbonate. Iron hydroxide coprecipitates other impurities from the anolyte, particularly lead and arsenic [43]. Oxidation of iron is accomplished by using air in pure sulfate electrolyte systems and by using chlorine in chloride systems. Iron can be removed from pure chloride electrolytes by solvent extraction with tributylphosphate.
4.1.5 Zinc Production

In 2003, the world zinc production was 9,880,000 tons [55]. The most important zinc production process is the electrolytic or roast-leach-electrowinning (RLE) process. This was first used in 1916 by Anaconda and Cominco. The industrial processes of zinc production use zinc oxides as raw materials. The most important natural raw material is zinc sulfide, and, therefore, it needs to be roasted and converted to oxide. The main problem in leaching and liquor purification is separation of zinc and iron. As dissolution of iron cannot be avoided, it must be precipitated from the zinc sulfate solution. Impurities still present after the iron precipitation stage can lead to lower current efficiency and impurities in the zinc cathode. Therefore, the solution is further purified by cementation with zinc powder.

There are several other process routes to produce zinc-containing liquor for electrowinning. An alternative to the RLE process is the direct leach-electrowinning process. In direct leaching, the zinc concentrate, the regenerated sulfuric acid from subsequent electrowinning, and oxygen are fed into the leaching reactor. In the Sherritt zinc pressure leach process, the zinc concentrate is leached with sulfuric acid and ferric ions at 145–150 °C. During leaching, the sulfide of the mineral is oxidized to elemental sulfur. The sulfuric acid is the spent acid from zinc electrowinning. Ferric sulfate comes from the ferrite-leaching step. The leach liquor pH is raised to 3.5 with zinc hydroxide to remove calcium as gypsum. The solution purification includes copper removal with zinc dust, iron removal by increasing the pH to 5, and removal of the remaining impurities with zinc dust [56]. The Outokumpu direct leach process is done under atmospheric pressure. The temperature is kept at about 100 °C, and sulfuric acid concentration is 10–40 g L⁻¹. Oxygen is fed in the acidic slurry. Sulfur in zinc concentrate is converted to the solid elemental form during leaching, and solution purification and electrowinning can be used as in the RLE process.

Teck Cominco has developed a new integrated process, known as HydroZinc, for the recovery of zinc from sulfide ores. The process includes heap leaching, neutralization, solvent extraction, and electrowinning. The zinc sulfide ore is crushed, agglomerated, and stacked on a lined pad for heap leaching. In the heap, bacteria oxidize sulfides to sulfur or sulfate, releasing metals to solution. The heap is aerated from the bottom and irrigated from the top with solvent extraction raffinate that contains approximately 15 g L⁻¹ sulfuric acid. Pregnant leach solution that is rich in zinc and low in acid is collected from the bottom of the heap and treated in the neutralization circuit. Zinc is recovered by solvent extraction and electrowinning. The current density ranges from 350 to 640 A m⁻² [57].

Electrowinning from zinc sulfate solution is the usual final stage in the recovery of zinc. Approximately 80% of total world production is electrowon. Two typical methods for zinc electrolysis were previously used in industry. Either the electrolytes were slightly acidic and current densities were about 325 A m⁻² or they were strongly acidic and current densities were close to 850 A m⁻². The process parameters widely used today are current densities in the range 400–600 A m⁻² and a process temperature of 30–40 °C [5].
4.1 Aqueous Processing of Metals

4.1.5.1 Electrodeposition of Zinc

In principle, zinc is more difficult to electrowin than other base metals because the equilibrium potential of zinc is considerably lower than that of hydrogen. The evolution of hydrogen from an acidic zinc sulfate solution is thermodynamically favored over zinc deposition. Zinc has high hydrogen evolution overpotential, and this makes the electrolytic production of zinc possible. The initial deposition of zinc on the fresh cathode surface is influenced by simultaneous zinc deposition and hydrogen evolution. The overpotential must be high enough for zinc deposits to nucleate. Impurities, sometimes even at concentrations as low as the parts per billion level, could decrease hydrogen evolution overpotential and thus partly or entirely stop the electrodeposition of zinc. The electrolyte impurities can be grouped into four groups on the basis of their effect [58]:

1. Ag, Cu, and Cd are capable of codepositing with zinc at their limiting current density. They will induce zinc redissolution by forming a cathodic area.
2. Ni, Co, and Fe codeposit with Zn. They will lower the hydrogen overvoltage and initiate cyclic zinc deposition and redissolution.
3. As, Sb, and Ge act as catalyst for hydrogen evolution. They will increase the critical current density at which cathode formation begins, but once zinc has deposited, they will not cause zinc redissolution.
4. Al and Pb will not cause zinc redissolution.

The hydrogen overvoltage is also influenced by the condition of the surface of the electrodes. The starter sheets must be smooth as smooth surfaces lead to higher hydrogen evolution overvoltages. For this reason, the cathodes must be stripped after one to three days in practical operation.

The electrolyte typically contains 55–70 g L\(^{-1}\) Zn, 150–200 g L\(^{-1}\) sulfuric acid, 10–20 g L\(^{-1}\) magnesium, and 2–5 g L\(^{-1}\) manganese. The temperature is 35 to 40\(^\circ\)C. Small, controlled quantities of glue and antimony are added to the electrolyte to help form a smooth deposit. Barium and strontium carbonates are added to minimize Pb contamination of the zinc. The presence of antimony up to 0.08 ppm increases the limiting current density of Zn\(^{2+}\). Antimony enhances hydrogen evolution reaction and decreases the cathode diffusion layer thickness [59]. The electrolyte composition is a compromise of high zinc deposition rate, high hydrogen evolution overpotential, and low resistivity. To achieve a high current efficiency, it is necessary to maintain high electrolyte purity, high ZnSO\(_4\) concentration, and low H\(_2\)SO\(_4\) concentration, and proper electrolysis conditions including electrode configuration and maintenance, current density, and temperature. In electrowinning, the current efficiency will increase as the Zn/acid ratio increases. This results in a significant increase in power consumption as the zinc concentration falls below 50 g L\(^{-1}\) [60].

Zinc deposits grow as hexagonal platelets. Depending on the extent of polarization, electrolyte impurities, and electrolyte additives, the platelets can be basally, randomly, or vertically oriented to the cathode surface. Low overpotential with impurities (Sb, As, Ge, Co, Ni, Cu) produces basal deposits. Intermediate overpotentials with impurities and additives in the electrolyte produce platelets with 30–70\(^\circ\) angle to the surface. High overpotentials with organic additives produce platelets that deposit at
and a current efficiency of 92–94%, the energy consumption is typically around 3.1 kWh kg⁻¹, which is about 80% of the total electrical power required for zinc production in RLE plants. Over 50% of power costs in the electrowinning are caused by the anode.

In practice, only some of the components of cell voltage can be reduced. Thermodynamical potentials will always remain the same. Ohmic potential drops due to the resistivity of the electrolyte and hardware cannot be significantly reduced. The effect of electrolyte resistance on cell voltage is determined by the current density, the conductivity of the electrolyte, and the size of the gap separating the electrodes. High acidity and operating temperature increase the conductivity by improving ion transport across the electrode gap, but high acidity lowers the current efficiency. This leaves only the electrode overpotentials, and only by reducing anode overpotential, significant improvements are possible. The oxygen evolution overpotential on lead anodes is several hundred millivolts, and in zinc electrowinning the amount of anode voltage (the sum of thermodynamical decomposition potential and various overpotentials) is about 50–60% of the cell voltage. Several methods have been attempted to reduce the anode overpotential. The anodic reaction of water decomposition could be replaced by methanol oxidation. The dimensionally stable, coated titanium anodes have lower oxygen evolution overpotential than Pb–Ag anodes. The addition of certain chemicals into the electrolyte can reduce anodic polarization.

### 4.1.5.3 Zinc Electrowinning Practice

The electrowinning of zinc is done from highly acidic-purified electrolyte. Purification of the solution is done by adding...
zinc dust. Zinc will displace more noble elements by cementation reaction. The purified ZnSO₄ solution feed to the cellhouse contains 150–175 g L⁻¹ Zn. It is diluted by circulating the cell solution. The electrowinning cell concentrations are then 50–60 g L⁻¹ Zn and 170–210 g L⁻¹ H₂SO₄. The cells are undivided. The anodes are usually lead alloyed with silver and the cathodes are aluminum plates. A typical tankhouse may contain 20 000–35 000 cathodes and anodes with an additional anode in each cell. The area of the electrodes varies from 1.1 to 1.5 m², but the trend is to use larger electrodes of area 3.0–3.5 m². The electrode spacing is 80–100 mm. The cathodes are grown for 24–48 hours only to prevent dendrite formation. After stripping, the zinc cathodes are melted and cast into ingots.

The quality of zinc deposit depends on the purity of the electrolyte. With a pure electrolyte, it is possible to use higher temperatures, and thereby lower electrolyte resistance and decrease electrode overvoltages. With an impure electrolyte, the temperature must be lowered to 30–35 °C to hinder hydrogen evolution caused by the impurities. Temperatures below 30 °C can cause formation of calcium sulfate; temperatures above 40 °C can increase lead corrosion, and above 45 °C can increase sticking of the deposit.

Demands on the anode material are low corrosion rates for a long lifetime, low oxygen overvoltage to minimize the specific energy consumption, and good mechanical stability. The lead anodes are a good compromise for anodes in zinc electrowinning. Lead is a low-cost material with good corrosion resistance in strong corrosive environments. The anodes used in the zinc electrowinning process are usually conditioned before use. The conditioning process can be passivation in a KF–H₂SO₄ electrolysis bath, by chemical oxidation in a KMnO₄–H₂SO₄ solution or by mechanical surface roughening. These treatments promote the formation of a PbO₂ layer, which adheres well to the substrate. All three techniques roughen the anode surface to enhance the generation of a hard adherent corrosion layer and shorten its required formation time. Well-conditioned anodes produce Zn cathodes with low Pb contamination within a week of usage in the cellhouse. On the other hand, if the anodes are not conditioned, they corrode excessively and precipitate large quantities of MnO₂ [13]. A very thick MnO₂ layer increases the anode overvoltage and can cause short circuits.

The aluminum cathode sheets are 5–7 mm thick, supported on carrier bars, and provided with copper contacts. The Al₂O₃ layer prevents sticking of zinc. The cathodes are polished at intervals of a few weeks to prevent excessive adhesion of the deposits. Too high a fluoride (over 50 mg L⁻¹) or chloride (300 mg L⁻¹) level pits the aluminum starter sheets, causing zinc to stick very tightly to the starter sheets.

4.1.6 Noble Metals

The refining of noble metals is done mostly using hydrometallurgical processes. The typical raw materials are ores that are treated with complex leaching and base metal refinery by-products. The smelting and converting of copper sulfide concentrates result in blister copper that contains almost all of the noble metals present in the original concentrate. Upon electrolytic refining of copper, insoluble impurities accumulate at the bottom of the refining tank. These slimes contain the noble metals of the concentrate. The slime may
contain, for example, up to 20% silver. The anode slime is collected and smelted in a small furnace to oxidize virtually all metals present except silver, gold, and PGMs. The recovered metal is called doré, and it generally contains 0.5–5% gold, 0.1–1% PGMs, and the rest, silver. This metal is cast to anodes and electrorefined in a solution of silver–copper nitrate. Electrolytic refining is used mostly for gold and silver, whereas PGMs are recovered by using precipitation as compounds.

4.1.6.1 Gold
Of the various gold-bearing minerals existing in nature, the most important are native gold, electrum, and tellurides. Gold is often included in sulfide minerals and in selenium and antimony compounds. Native gold is the main form of gold occurring in nature, with a gold content of 90% or more and frequently accompanied by silver. With silver, gold forms an alloy-type compound called Electrum which contains 15–35% silver. Copper and iron are the most common impurities in gold ores. Gold-containing raw materials can be leached using cyanide, thiourea, or strong chloride solutions. The same leaching processes that are used for gold ores can be used for recycling of gold-containing electronic scrap. Separation of gold can be done, for example, by using activated carbon followed by chemical or electrochemical precipitation. Electrowinning from leach liquors or eluates can be done using high-surface area cathodes.

The heap leaching of gold with alkaline cyanide solution produces, typically, liquor containing 0.5–5 mg L\(^{-1}\) gold. The gold is recovered by using activated carbon, and stripping of activated carbon produces concentrated gold solutions with 50–1000 mg L\(^{-1}\) gold from which the gold is electrowon [62]. During the electrowinning of gold in alkaline solutions, the principal anode reaction is oxygen evolution (32)

\[
4\text{OH}^- \rightarrow \text{O}_2 + 2\text{H}_2\text{O} + 4e^- \quad (32)
\]

The main cathodic reaction is the reduction of oxygen generated in the anodic reaction. In cyanide solutions, the gold deposits by reaction (33)

\[
\text{Au(CN)}_2^- + e^- \rightarrow \text{Au} + 2\text{CN}^- \quad (33)
\]

The current efficiency in most gold electrowinning operations is only 5–10%. The majority of current is used in oxygen reduction. As the anode reaction consumes OH\(^-\) ions, the local pH lowers. On the cathode, metal is deposited and hydroxide ions are formed. As a net result, the metal concentration and pH of the electrolyte decrease. The decrease of pH is critical especially in cyanide solutions as anode corrosion increases and at pH < 9.0, the formation of lethal HCN gas begins [63].

When the dissolution and recovery are done using acidic thiourea solutions, the cathodic reaction is the reduction of gold-thiourea complex (34)

\[
\text{Au(CS(NH}_2)_2)^2+ + e^- \rightarrow \text{Au} + 2\text{CS(NH}_2)_2 \quad (34)
\]

Electrowinning on titanium or stainless steel cathodes yields high current efficiencies for high gold concentration (∼1400 ppm). At low concentrations, the current efficiency can be less than 10%, but the recovery of gold is still nearly 100% [64].

Factors that favor gold deposition over hydrogen evolution are high gold concentration in solution, low current density, increase in temperature, and increase in...
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conductivity. It is possible to operate cells with a low current density while keeping the cell size reasonable by using high-surface area cathodes. A special cell construction for gold recovery is the Zadra cell. The Zadra process is used to recover gold absorbed in active carbon. In the Zadra process, 1–2 wt% sodium hydroxide and 0.5 wt% sodium cyanide aqueous solution at 70–85 °C is circulated between activated carbon and the electrowinning cell. The solution flows up through a stationary bed of loaded carbon. Gold that has been adsorbed on the carbon as a sodium or calcium/gold cyanide ion pair is desorbed from the carbon by a reversal of the adsorption kinetics. The eluate goes to the Zadra cell for recovery. The Zadra cell has a perforated cylinder as cathode compartment, and the compartment is filled with steel wool. The pregnant solution enters the cell through a central feed pipe to the bottom of the cell and flows upward through the cathode compartment distributing radially. The flow rates are low, usually 10 L min⁻¹ giving a residence time of 5 minutes. Outside the cathode compartment is a cylindrical stainless steel anode. Gold is recovered from the pregnant strip solution by electrowinning onto steel wool. The deposit morphology depends on electrolysis conditions, and it can be solid, spongeous, or powder. In all cases, the cathode steel mat is sacrificed when the gold is melted [3].

Another cell for gold recovery is the Mintek cell. It has a rectangular configuration with alternating anodes and cathodes in parallel. The anodes are perforated stainless steel plates. The cathodes are movable plastic baskets with perforated sides, packed with steel wool. The electrodes fit the cell sides and bottom, so that the electrolyte has to flow through the electrodes. Packed cathodes of steel wool or stainless steel wire provide a very high cathode surface area while maintaining good cathode porosity. The flow of solution is through the cell, that is, parallel to the flow of current. In Mintek-type cells, the potential drop that occurs across the cathode bed limits cathode thickness. The cathodic overpotential inside the cathode bed decreases as the distance from the anode increases. The overpotential decrease depends on the conductivity of the electrolyte. On the bed surface, the deposition is mass transport controlled, and deeper inside, it is kinetically controlled. If the cathode bed is too thick, gold deposition stops inside the cathode. The thickness of packed bed cathodes is limited to a few centimeters. As the equilibrium potential of gold deposition decreases with decreasing gold concentration, thinner cathodes are needed for more dilute solution to maintain cathode activity.

The first application for gold electrolysis was the refining of impure gold. Emil Wohlwill developed the Wohlwill electrolytic refining process for gold in 1878 at the Norddeutsche Affinerie in Hamburg. It is still in use for the production of fine gold of quality >99.9% on a small scale. The impure gold is in the form of cast anode plates. The electrolyte composition of the Wohlwill process varies, but typical values are 140–200 g L⁻¹ gold and 100–150 g L⁻¹ hydrochloric acid. The electrolyte must have high acidity to avoid hydrolysis of gold and high gold concentration to get a solid deposit. Electrolysis is carried out with agitation at 65–75 °C and high current density up to 2500 A m⁻² [65]. The cell voltage depends on current density and it can vary between 0.9 and 2.5 V. The cathodes were originally made of fine gold of thickness 0.25 mm. These have now largely been replaced by titanium cathodes, from which the deposited fine
gold can be stripped. The accumulation of metallic impurities in the electrolyte, and of anode slime in the cell, mean that the electrolyte can only be used for a limited period of time [66].

During electrorefining at the anode, the gold dissolves as \( \text{Au}^{3+} \) and at the cathode, gold is deposited. Some of the gold dissolves anodically as \( \text{Au}^+ \), but the \( \text{Au}^+ \) ions disproportionate immediately and form gold powder and \( \text{Au}^{3+} \). Therefore, the anodic current efficiency for \( \text{Au}^{3+} \) dissolution is over 100%. Platinum and palladium also dissolve and remain in the electrolyte. Silver is dissolved, but it will form insoluble silver chloride and fall to the anode slime. Platinum and palladium can be recovered from the electrolyte, which also contains copper, iron, and nickel. The anode slime is collected. In addition to silver chloride, it contains gold formed in the disproportionation reaction, rhodium, iridium, ruthenium, and osmium, which can be recovered. About 10% of the anode gold, especially parts located above the electrolyte, remains as scrap that is remelted to new anodes. The operation of a Wohllwill cell ties up precious metal, and so the tendency is to use small cells at high current densities.

4.1.6.2 Silver
Approximately 85% of world silver production is refined by electrolysis [67]. While the aim in many other metal electrorefining processes is to produce a massive product, the preferred deposit morphology in silver refining is dendrites. This is achieved by depositing the metal onto a permanent stainless steel cathode from an electrolyte without deposit-leveling additives, and operating at high current density. The anodes are cast silver derived, for example, from the slimes formed in electrorefining of copper or lead. The silver dendrites formed on the cathode can be harvested mechanically since they do not attach strongly to the electrode surface. The electrorefined metal contains between 99.9 and 99.99% silver. The anodic slimes from silver refining are further treated to recover gold and PGMs.

The electrolyte typically contains 40–60 g \( \text{L}^{-1} \) silver and nitric acid to lower the pH to 1–1.5. The cell operates at 35°C and the current density is 400–650 A \( \text{m}^{-2} \). The cell voltage is in the range 2.0–2.5 V. The energy consumption is 0.6 kWh kg\(^{-1}\) Ag. To compensate for the anodically dissolved base metals, silver nitrate solution is fed into the electrolyte to prevent depletion of silver. A single electrolysis gives a purity of 99.95–99.99% Ag and a double electrolysis gives a purity of 99.995–99.999%. The slime contains metals more noble than silver (Ag, Pt), detached silver particles, lead dioxide, and copper oxides. Copper accumulates in the electrolyte. If the concentration of copper or selenium becomes too high, they can codeposit with silver [65, 66].

Two different techniques for silver electrorefining are employed, the Möbius and Balbach-Thum cells. The main difference between them is that the electrodes are arranged vertically in the Möbius cell and horizontally in the Balbach-Thum cell (Fig. 22). In the Möbius cell cast, crude silver anodes are suspended in anode bags that collect anode slime. The spent anodes are replaced continuously by new anodes. The method uses stationary or rotating stainless steel cathodes. Deposited silver forms dendritic crystals on the cathode and these are removed manually or continuously by automatic scrapers. The Möbius electrolysis process is most suitable for crude silver containing >90% Ag. With high copper content, the electrolyte must be regenerated very often, and with
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Fig. 22 Möbius and Balbach-Thum cells for silver refining.

high gold content, the anode bags require frequent emptying. In the Balbach-Thum cell, the anodes and cathodes are arranged horizontally. A cell has one anode and one cathode compartment. The cathode is a stainless steel plate covering the entire cell bottom area. Above the cathode is a basket of nonconducting material with fabric bottom containing the anodes. As the silver anodes are completely covered by electrolyte, they dissolve completely. The current is supplied via silver contacts. The anode slime is recovered more easily than in Möbius cell. The disadvantages include the large space requirement and higher energy consumption [65].

The silver used in the photographic industry can be recycled from spent photographic processing solutions and photographic film. The solutions are processed on site electrolytically, while the film is burned and the ashes are leached to extract the silver content [10]. In photographic baths, silver forms various complexes with the anions, such as $S_2O_3^{3-}$, $SO_3^{2-}$, $Br^-$, or $Cl^-$, present in the solution. These complexes are principally $Ag(S_2O_3)_2^{3-}$ and $Ag(S_2O_3)_3^{5-}$. Electrowinning of silver from photographic fixing solutions has been studied from the beginning of the twentieth century and there are many industrial installations. Massive and porous cathodes have been used. Massive cathodes have been principally made of stainless steel or graphite. The main disadvantage of massive electrodes was the final silver concentration that can be larger than the recommended value for discharge, typically 0.1 to 1 mg L$^{-1}$. Porous, three-dimensional cathodes have been, for example, carbon felt, carbon fibers, grids of expanded stainless steel, and rotating cylinder electrodes. The porous electrodes are at present the most efficient in silver removal from photographic wastes. The major problem encountered is the plugging up of the electrodes [68].

4.1.6.3 Platinum-group Metals

In 2003, world mine production of PGMs was 453 000 kg [69]. The separation of PGMs utilizes their complex chemistry and solubility in aqua regia. Platinum, palladium, and gold will dissolve in
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*aqua regia*, whereas ruthenium, rhodium, iridium, and osmium will not [5, p. 832]. The recovery of PGMs from the solution is usually done with chemical precipitation. From chloride solutions, ammonium-chloride complexes can be precipitated. Solvent extraction is also used for PGM recovery [70].

Hydrometallurgy is used in refineries to dissolve the PGMs for final purification. The most desirable process for PGM concentrate processing would dissolve both base metals and PGMs, eliminate the residue, and then separate each with high efficiency and low losses. To achieve this, a suitable chelating agent to hold the metals in solution is needed. The agents might include, for example, chloride and other halides, cyanide, thiocyanate, thiosulfate, thiourea, and ammonia. A significant chemical characteristic of dissolved PGMs is that the ions are strong oxidants, easily reduced to metal, and easily hydrolyzed. Thus, they tend to precipitate and deposit in undesirable locations, and this can make the development of a robust, controllable process difficult [71].

Leaching and electrolysis processes can be used for metal recovery from waste electrical and electronic equipment. Metals such as Ag, Au, Cu, Pb, Pd, Sn, are dissolved from shredded electronic scrap in an acidic aqueous chloride electrolyte by oxidizing them with aqueous dissolved chlorine species. In the electrochemical reactor, chlorine is generated at the anode for use as the oxidant in the leach reactor and the dissolved metals are deposited from the leach solution at the cathode. The very low concentrations of the precious metal ions require the use of porous electrodes with high specific surface areas and high mass transport rates to achieve economically adequate reactor productivities and space–time yields [72].

4.1.7 Other Metals

4.1.7.1 Lead

World production of refined lead was 6.39 million tons in 2002 [73]. Primary lead production has usually two distinct operations: smelting lead concentrate to bullion and refining the bullion. Depending on the nature of the concentrate, the bullion contains impurities, such as iron, copper, nickel, cobalt, zinc, arsenic, antimony, tin, bismuth, selenium, tellurium, silver, and gold, as well as sulfur and oxygen. In conventional lead refining, the bullion from the smelting is drossed by cooling the bullion to within 50°C of the solidification point of lead. Iron, copper, and many impurities from the bullion are rejected by crystallization partly or fully. For the most part, conventional lead pyrometallurgical refining is conducted in gas-fired steel kettles in batch operations.

The electrolytic refining of lead bullion anodes has been practiced since the beginning of the twentieth century. In practice, the useful solutions have been restricted to the soluble lead salts of fluosilicic acid (H2SiF6), fluoboric acid (HBF4), and sulfamic acid (NH3SO3). The most important of these is the fluosilicic acid electrolyte. All these electrolytes require the use of additives for deposit control and the relatively expensive electrolytes cannot be regenerated. The electrolytes and operating parameters are quite similar. The electrolytes contain 80–100 g L\(^{-1}\) Pb and 50–70 g L\(^{-1}\) free acid at temperature of 30–40°C. The current densities are between 160 and 200 A m\(^{-2}\) and cell voltage 0.3–0.4 V. Current efficiencies are high, 96–98%. The energy consumption is 0.11–0.13 kWh kg\(^{-1}\) [41].

The size of the lead anodes is limited owing to the metals’ low strength. The
composition of anodes also has some limitations. The copper content must be no more than 0.04–0.05%; or a passivating layer will form. On the other hand, the Bi + Sb content must be over 1% to get a layer that maintains its shape and allows the diffusion of dissolved metals into the electrolyte [5, p. 522]. Metals with a higher electrochemical potential than lead include silver, gold, copper, bismuth, antimony, arsenic, and germanium. They remain essentially undissolved and accumulate in the anode slime. Metals with a lower potential, such as iron, nickel, and zinc dissolve, but as their concentration in the anode is low, their enrichment in the electrolyte is not significant. The major impurity that can codeposit with lead is tin. The equilibrium potential of tin is $-0.140 \text{ V}$, which is close to that of lead, $-0.126 \text{ V}$. Tin is codeposited with lead from fluosilicate and fluoborate electrolytes, but in the sulfamic acid electrolyte, lead and tin are separated because of the low solubility of tin sulfamate.

The Betts electrorefining process was developed by Cominco at its smelter in Trail, British Columbia, Canada, in 1902. Lead from the smelter is melted and cast into anode slabs. Cathode starter sheets are made from refined lead. The electrolyte composition varies from 60 to 100 g L$^{-1}$ lead as lead hydrofluorosilicate, 70–140 g L$^{-1}$ free hydrofluorosilicic acid, and 1–1.25 g bone glue for ton of refined lead to help form a smooth deposit. The consumption of hydrofluorosilicic acid is around 2 kg t$^{-1}$ of electrolytic lead. The process operates at 30 to 40°C; higher temperatures decrease specific energy consumption but cause dendritic growth and higher evaporation of HF from the electrolyte. A current density between 160 and 200 A m$^{-2}$ is used and the current efficiency is 85–95%. The cell voltage is 0.35 to 0.65 V and the energy consumption is 0.15–0.19 kWh kg$^{-1}$. The cell voltage rises during operation with increasing thickness of the anode slime layer and may reach up to twice the initial voltage. The energy consumption imposes an economic limitation for increasing current density. In addition, the increasing voltage can lead to the dissolution of antimony, arsenic, and bismuth from the slime. The residence time of the anodes in the cell is governed by this rise in cell voltage and thus by the concentration of impurities in the anode lead [74].

In the Betts process, the lead content of the electrolyte rises slowly because anodic current efficiency is higher than the cathodic one. The lead content is usually maintained at the desired level by electrolysis in separate cells with insoluble graphite anodes. The cathodic reaction is (35)

$$\text{PbSiF}_6 + 2\text{H}^+ + 2\text{e}^- \rightarrow \text{H}_2\text{SiF}_6 + \text{Pb}$$

(35)

The removal of lead from the electrolyte is an identical process to decopperizing copper electrorefining electrolyte bleed in “liberator” cells.

Fluoborate electrolytes have been tested for the production of lead using divided cells. HBF$_4$ has a number of technical advantages over H$_2$SiF$_6$, such as lower HF vapor pressure, higher solubility for Pb, and higher conductivity. The applications have been the electrochemical recovery of Pb from lead concentrates, refining of lead bullion, and recovery from recycled lead-acid batteries [75]. The anodic reaction is the oxidation of ferrous ion to ferric ion on graphite electrodes (36)

$$2\text{Fe(BF}_4)\text{}_2 + 2\text{BF}_4^- = 2\text{Fe(BF}_4)\text{}_3 + 2\text{e}^-$$

(36)

The cathodic reaction is the deposition of lead on stainless steel electrodes (37)
\[ \text{Pb(BF}_4\text{)}_2 + 2e^- = \text{Pb} + 2\text{BF}_4^- \] (37)

The process has been run on industrial scale for lead concentrates [75].

The PLACID electrowinning cell has been developed to treat lead-bearing dusts, slags, and spent lead-acid batteries. The raw materials are leached in warm, slightly acidic chloride solution to form soluble lead chloride. The impurities are removed by cementation with lead powder. The purified solution is electrolyzed, lead is deposited as sponge, and hydrochloric acid generated on the anode is collected and returned to leaching. The cell uses DSA-type anodes, titanium bar or mesh cathodes, and the cell is divided using cation-selective membrane. The lead sponge is removed mechanically from the cathodes and collected from the cell bottom using a belt conveyor. The electrolyte contains 10–12 \( \text{g L}^{-1} \) \( \text{PbCl}_2 \), 4–5 \( \text{g L}^{-1} \) \( \text{HCl} \) and 260 \( \text{g L}^{-1} \) \( \text{NaCl} \). The temperature is 60–70\( ^\circ \text{C} \). The operating current density is 1000–1400 A m\(^{-2} \). The anodic current efficiency is >95% and the cathodic one is >99%. In industrial scale tests, the cell voltage was 3.5 V and energy consumption was 0.9 kWh kg\(^{-1} \) lead [76].

4.1.7.2 Cobalt

Cobalt is produced as a coproduct of nickel or copper refining. Copper–cobalt sulfide concentrates can be processed by the RLE process. Mixed cobalt–nickel sulfides can be precipitated from ammoniacal leach solutions and as mixed nickel–cobalt hydroxide or carbonate from acid sulfate leach processes. From chloride leach solutions, cobalt can be separated by solvent extraction. Most cobalt production is associated with nickel production from sulfide and laterite ores. Pressure leaching, solvent extraction followed by the electrowinning of nickel and cobalt, is the preferred process, replacing the reduction roasting and electrorefining process route. Today, most of the world’s cobalt is produced by electrowinning [46, 77]. In 2003, the world production was 40 300 tons of cobalt metal, metal powder, and compounds [78].

Many processes utilize electrowinning for cobalt recovery. Cobalt can be deposited as high-purity metal from sulfate or chloride solutions. The electrowinning solution must be purified from metallic impurities. The following methods have been used [5, p. 820]:

- Removal of copper by cementation with cobalt, deposition as sulfide using \( \text{H}_2\text{S} \), solvent extraction, and electrowinning.
- Removal of iron by oxidation with air to \( \text{Fe}^{3+} \) followed by hydroxide precipitation.
- Removal of arsenic by crystallization as \( \text{As}_2\text{O}_3 \) or deposition with iron as arsenate.
- Removal of nickel by deposition as amine-sulfate double salt or by solvent extraction.

After solution purification, cobalt can be deposited as Co(II) or Co(III) hydroxide. The cobalt solutions are often too low in cobalt for direct electrowinning. In this case, cobalt hydroxide is precipitated, thickened, and redissolved to cobalt tankhouse electrolyte and then electrowon [77]. The cobalt hydroxide has been reduced in electric furnaces to an alloy with 80% Co, 18% Fe, and 0.8% Ni, cast to anodes, and electrorefined. The process was done in Hybinette cells, and the solution contained 60–120 \( \text{g L}^{-1} \) Co, pH was 3.3–48, and the temperature was 60\( ^\circ \text{C} \). The current density was 160–240 A m\(^{-2} \), cell voltage was 1.2–1.8 V, and the current efficiency was 95%. This process is not used anymore because of the lack of
suitable raw materials. Instead, cobalt is recovered by electrowinning and hydrogen reduction [5, p. 820].

The standard electrochemical potential of cobalt is slightly lower than that of nickel, so nickel should be preferentially reduced during electrowinning. The polarization of cobalt is smaller than that of nickel so kinetically cobalt deposition is favored over nickel. A good current efficiency is obtained at pH of 5.5–6.5 and so the catholyte is separated by a diaphragm from the acid developed in sulfate electrolysis anolyte. Hydrogen evolution accompanied by cobalt deposition results in reduced current efficiency and higher power costs, an increase in pH at the cathode surface, which in turn can cause cobalt hydroxide precipitation, hydrogen incorporation in the deposit that may cause hydrogen embrittlement, and the formation of streak marks along the cathode surface [79]. The electrowinning can be done in cobalt concentrations from 20 to 80 g L$^{-1}$ Co. The temperature is 50–60°C. The current density is 250–500 A m$^{-2}$, cell voltage 4–5 V and current efficiency 85–95% [5, p. 820].

The most important method in cobalt production is RLE that is used for copper–cobalt concentrates in the Democratic Republic of Congo and Zambia. These plants use sulfuric acid leaching followed by copper electrowinning. A portion of the copper electrowinning bleed is used for cobalt recovery. Cobalt is precipitated as hydroxide and redissolved for electrowinning. The hydroxide cake is repulped to a solution of pH 7.0–7.2. The cobalt concentration in electrowinning is 25–45 g L$^{-1}$ Co. The pulp is electrolyzed in air-agitated cells. The pulp reacts with acid formed on the anodes, thereby maintaining the pH sufficiently high. The cobalt is deposited onto stainless steel cathodes. Some plants use anodes made from cobalt alloy containing 82% Co, 14% Si, and 4% Mn [46, 77].

Large amounts of cobalt are produced by chloride hydrometallurgy. The large nickel-producing companies, Falconbridge in Norway and Sumitomo in Japan, have similar processes for cobalt production [77].

4.1.7.3 Tin

Tin production in 2003 was 279 000 tons, of which 11 900 tons was from secondary sources [80]. Today, most tin is used as a protective coating or as an alloy with other metals. Tin is used as a coating for steel cans, in solders for joining pipes or electrical conductors, and in bearing alloys. The common method for tin production is reduction of cassiterite (SnO$_2$) with carbon or carbon dioxide. The reduction smelting is followed by fire refining of the molten tin to remove iron, arsenic, antimony, and copper. Even though the pyrometallurgical treatment is fairly complicated, it is used more often, as electrowinning is a slow process. Very impure tin concentrates are refined by electrolysis after smelting because fire refining is not efficient for producing high-purity metal from low-grade raw material.

The high electrochemical equivalent of Sn$^{2+}$ favors the use of an electrometallurgical refining process. The main impurities Au, Ag, Cu, Bi, As, and Sb do not dissolve under electrowinning conditions, but will remain in the anode slime. The other impurities Ni, Fe, Zn, and Al can be removed by a pyrometallurgical refining operation. Only lead lies close to tin in the electrochemical series. There are practical problems as simple and inexpensive sulfate or chloride electrolytes lead to spongy or dendritic deposits, and the deposit morphology can be changed only by large additions of additives. Therefore,
the process can only be operated at low current densities, leading to low production rates and low current efficiency. The large amount of expensive metal tied up in the process is economically undesirable [81, 82].

Electrorefining can be carried out in acidic or alkaline medium. The acid electrolytes consist of sulfuric acid and stannous sulfate, with additives such as creosulfonic or phenolsulfonic acids and glue to modify deposit formation on the cathodes. The alkaline electrolytes consist of potassium or sodium stannite and free alkali. When compact cathode deposits are required, alkaline electrolytes are inferior to acid sulfate or halogen solutions in terms of electric energy consumption, productivity, cathode morphology, and operating temperature [82, 83].

The anodes for acid electrorefining contain 94–96% tin, and the cathodes are tin starting sheets, but permanent stainless steel cathodes are also being studied. Current densities in acid electrorefining are about 100 A m\(^{-2}\). The main anode impurity is usually lead. Lead is precipitated as lead sulfate in slimes that form on the anodes' surfaces. The anode slimes adhere to the anode, and the growth of the slime layer increases the cell voltage and slows the tin dissolution. The anode surfaces must be mechanically cleaned to maintain the anode dissolution rate. The cleaning frequency depends on the anode impurity level [82]. The current efficiency is largely determined by the rate of removal of anode slimes. The energy consumption in acid electrorefining is 0.15–0.20 kWh kg\(^{-1}\) tin. Because iron accumulates in the electrolyte, regeneration of the electrolyte is necessary [81]. In alkaline NaOH or Na\(_2\)S electrolytes, more impure anodes, with 75% Sn, can be used than those used in an acid medium. A smooth deposit can be obtained without additives. However, current efficiencies are very low, and the process often must be carried out at 90°C [81].

A special application for alkaline electrolysis is detinning of tinplate. Tinplate, a coating of tin over a steel or iron sheet, is a widely used packaging material. The plating can be done either by an electrolytic or hot dipping process. The thickness of the steel substrate is usually in the range of 0.15–0.55 mm. Because of improved coating technology, the tin content has gradually decreased and the average tin layer has a thickness of 0.2–0.3 µm. Extraction of tin from tinned plates serves the double purpose of preparing steel scrap for remelting and producing secondary tin. In sodium hydroxide solutions, tin dissolves selectively from the steel substrate, mainly as stannate, and it is further oxidized to stannite. Compact tin deposits can be produced from alkaline electrolytes if the Sn\(^{2+}\) concentration is kept below 0.5–0.75 g L\(^{-1}\), but tin sponge is quite suitable for tin extraction. The current density must be carefully controlled to ensure primary Sn\(^{2+}\) formation at the anode, to obtain satisfactory deposits, and to achieve 75–85% current efficiency at the cathode [83].

4.1.7.4 Cadmium

Cadmium production is often connected with zinc production. The impure cadmium metal produced in the purification of zinc electrowinning electrolyte is dissolved in 150 g L\(^{-1}\) sulfuric acid solution and electrowon in a process similar to that for zinc. The impure metals that would disturb electrowinning, for example, Cu, Ni, As, are removed by cementation with impure cadmium. The solution is neutralized with lime. The electrolyte contains 140–180 g L\(^{-1}\) Cd, 30–40 g L\(^{-1}\) Zn, some chlorides, and animal glue as additives. The electrolysis is done using
lead anodes and aluminum cathodes. The cell voltage in cadmium electrowinning is 2.6–2.9 V. The energy consumption is about 1.5 kWh kg\(^{-1}\) cadmium. After separation of thallium with ammonium chloride, the purity of electrolytic cadmium is 99.99% [41].

The cathodes are either stationary plates or rotating drums with aluminum strips. When using rotating cathodes the anodes are positioned around the cathode. The use of the rotating cathode allows four to eight times higher current densities (250–330 A m\(^{-2}\)) and four times longer cathode periods. With rotating cathodes, the deposit can be grown for four days instead of one day with stationary cathodes [41]. Too long deposition periods will cause strong dendrite formation and short circuits [84].
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4.2.1 The Economic Significance of Aluminum

The aluminum industry is one of the major industries of the United States and several other countries. Figure 1, prepared from the statistics of the International Aluminum Institute [1], shows that North American primary aluminum production grew through the 1990s but has shown a decline in recent years, mostly due to smelter closures in the United States.

This primary production is supplemented by recycling of consumer scrap that is roughly one fifth of consumption. Much of the primary production of aluminum in the United States (about 40% of the total) occurs in the west (Oregon, Washington, and Montana). The US Geological Survey estimates that the US industry was operating at 87% of nominal capacity in 2000. Figures for other countries are also high with Canada at 103%, Russia at 100%, Australia 98%, and China at 98%. Electrical energy is a major cost in the production of aluminum and variations in electrical energy cost have a significant impact on world trade. Table 1, taken from a paper by one of the authors (Evans [2]) shows electricity costs and consumption for primary production in several nations in 1992 (and until very recently there will have been relatively small changes in these numbers). Although energy consumption per tonne of aluminum produced shows little variation, the cost of that energy differs significantly and was least in Canada. Canada is therefore the major exporter of aluminum to the United States (61% of aluminum imports for 1996–1999) with Russia second (18%).

Major uses of aluminum are in transportation (37% of US consumption in 2000), packaging, including beverage cans (22%), and building (15%).

4.2.2 The Production of Aluminum

There have been sporadic attempts to produce aluminum by carbothermic reduction [3, 4]. In this approach, akin to the way iron oxides are reduced to iron in the iron blast furnace, the consumption of electrical energy is avoided or at least reduced. There have also been investigations of the production of aluminum by electrolysis of aluminum compounds other than the oxide (e.g. [5]). Some of these alternative electrolytic technologies have even reached a commercial scale [6] but the only method for aluminum production in industrial use today appears to be electrolysis in Hall–Héroult cells. Consequently, the present paper is confined to these cells. The literature on these cells is large. A recent search of the web of science with the subject “Hall cell” and similar subjects revealed 79 titles; “aluminum electrolysis” yielded 109 publications. This number excludes papers published in the annual “Light Metals” volume of the Minerals Metals and Materials Society (TMS). Light Metals contains approximately forty papers each year on Hall cells. Consequently, the authors have made no attempt at a comprehensive examination of the literature on these topics. Rather we have included...
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Good descriptions of the production of aluminum can be found in the literature (Grjotheim et al. [7], Grjotheim and Welch [8], Grjotheim and Kvande [9], Burkin [10], and Peterson and Miller [11]). Referring to Fig. 2 [12], the first step in the production of aluminum from its ore ("bauxite") is the selective leaching of the aluminum content (present as oxides/hydroxides of aluminum) into hot concentrated NaOH solution to form sodium aluminate in solution. After solution purification, very pure aluminum hydroxide is precipitated from the cooled, diluted solution by addition of seed particles to nucleate the precipitation. After solid–liquid separation the alumina is dried and calcined. These operations are the heart of the Bayer process and the alumina produced is shipped to a smelter where the alumina, dissolved in a molten salt electrolyte, is electrolytically reduced to liquid aluminum in Hall–Héroult cells. This liquid aluminum,
sometimes after an intermediate step to eliminate dissolved trace impurities (e.g. alkali metals) is alloyed and cast, usually in semicontinuous casters producing ingot (for rolling) or billet (for extrusion), although continuous casters producing strip are gaining ground. A significant amount of aluminum production is from recycled metal and this recycled metal, after melting, is treated by sparging reactive gasses, to remove minor constituents (e.g. magnesium) in the recycled alloy, and by filtration, to remove particles.

4.2.3 The Hall–Héroult Cell

Figure 3, from McGravie et al. [13] shows, in cross section, the three types of Hall–Héroult cell. The cross section of the
4.2 The Electrolytic Production of Aluminum

Fig. 3 Three types of Hall–Héroult cell in commercial use. The upper two use “Soderberg” anodes while the last uses prebaked anodes. From McGravie et al. [13].
cell shown would be 2–3 m horizontally with the other horizontal dimension being about 10–15 m. All three types use carbon anodes but the upper two employ carbon anodes (“Soderberg” anodes) that are produced by the baking of carbon paste within the cell itself. In the third type the anodes are produced in a separate baking furnace and it is this type of cell, with “prebaked” anodes that is nowadays most common. The anodes are dangled into the molten fluoride electrolyte (at about 950–980°C) from a conducting superstructure that is connected to the cathode of an adjacent cell so that the cells form a “potline” of perhaps 100 cells in series. Current flows down through the anodes, through the electrolyte to the layer of molten aluminum below it, into the carbon “cathode”, through which pass steel “collector bars” connected to a “ring bus” surrounding the bottom of the cell, and thence to the adjacent cell. The term cathode is a misnomer because the true cathode is the interface between the aluminum and electrolyte where the cathodic reaction is the generation of aluminum from ions in the electrolyte. The dominant anodic reaction is the oxidation of the carbon anodes to produce carbon dioxide bubbles, which escape from beneath the anodes; the anodes are thereby consumed and are periodically moved downward and ultimately replaced with new ones (in cells using prebaked anodes). Prebaked cells have of the order of 20 anodes in two rows.

Currents within the cells are in the range of a few hundred kiloamperes and magnetic fields are generated within the cell by these internal currents and by the currents flowing in adjacent cells and busbars. All three magnetic field components are significant and vary significantly with position. They have a major effect on cell performance because of the forces that they produce by interaction with the current in the electrolyte and aluminum. These forces bring about a predominantly horizontal recirculating flow of both liquids and contribute to the deformation/instability of the interface between the two liquids. The last is rendered facile by the small difference in density between the two liquids (approximately 200 kg m⁻³). When it is recognized that the distance between the anode and aluminum is only a few centimeters and that considerable problems (current flow with no aluminum production, anode overheating, current maldistribution) result from a short circuit, the importance of having a nearly flat, stable interface can be seen. As the anode carbon is consumed (usually irregularly) and the aluminum level in the cell rises (part of the aluminum is periodically siphoned off), the positions of the two surfaces that must be kept apart become less clearly defined, compounding the problem. Another complexity is the flow engendered by the gas bubbles released from the anode as they rise through the electrolyte. Another important phenomenon is a redissolving of a fraction of the aluminum at the aluminum–electrolyte interface and transport of the dissolved aluminum, or other reduced species, to the anodes where it is reoxidized. In this way the current efficiency (CE) (production rate as a percentage of that expected from Faraday’s law) is reduced and therefore CE is a function of the electromagnetically bubble driven flow in the cell.

Yet another important aspect of flow in the cell is its influence on the transport/dissolution of alumina that is periodically added to the cell. The alumina is sparingly soluble but its concentration must be maintained at a sufficiently high...
level to minimize “anode effects” which cause significant fluorine emission from the electrolyte. Feeding too much alumina to the cell can result in it accumulating between the aluminum and carbon “cathode” and interfering with the proper current flow at that point. Finally, attention is drawn to the areas at either side of the electrolyte/aluminum in Fig. 3. Here a frozen layer of electrolyte (“ledge”) protects the carbon sidewall from attack by the electrolyte. The frozen electrolyte, admixed with the alumina feed, extends over the top of the electrolyte. No practical sidewall materials have been found to resist attack by the electrolyte over the lifetime of the cell (several years) and therefore it is essential to maintain the ledge. This is achieved by a balance between the convective heat influx from the electrolyte and aluminum and a conductive outflow into the sidewall and thence into the surrounding air. Consequently cell room ventilation is not only significant for the operators but also for the question of whether the ledge can be properly maintained.

It is well known that the Hall–Héroult cell is a great consumer of electrical energy, amounting to a few percent of the US national production of electricity. The energy consumption is in excess of the theoretical requirement (heating alumina and carbon to cell temperature and supplying the heat of reaction) by a factor of more than two and much effort has been expended in recent years to reduce this energy consumption. A trend that has persisted throughout the twentieth century is that of Hall–Héroult cells becoming larger. A decade or two ago, cells usually had currents of less than 200 kA; cells in the 200–300 kA range are now quite common with some cells operating at more than 300 kA. Vanvoren et al. [14] have described a 500 kA cell that appears ready for commercial use.

4.2.4 The Electrochemistry of the Hall–Héroult Cell

4.2.4.1 The Electrolyte

The electrolyte (“bath” in the terminology of the aluminum industry) is a molten NaF/AlF3 salt typically with an excess of AlF3 beyond that of cryolite (Na3AlF6). The excess is typically of the order of 10% and it is usual to refer to the ratio of NaF to AlF3 as the “bath ratio” or “cryolite ratio” and to specify whether this ratio is in mass or moles (although some confine the term cryolite ratio to the molar ratio). In addition, the electrolyte contains dissolved alumina as represented by Skybakmoen et al. [15], which gives the solubility of alumina in Na3AlF6 (Fig. 4). We see an alumina solubility of approximately 20 mol%, or 10 wt%, at 966°C.

As discussed in Grjotheim and Welch, the dissolved alumina is in the form of oxyfluoride complexes formed by

\[
F^- + 2AlF_6^{3-} + Al_2O_3 \rightarrow 3AlOF_3^{2-} + AlF_4^- 
\]

and

\[
3F^- + 4AlF_6^{3-} + Al_2O_3 \rightarrow 3AlOF_5^{4-} + 3AlF_4^- 
\]

Furthermore the electrolyte usually contains additives (AlF3 can be so regarded) that are intended to reduce the vapor pressure of the electrolyte, and therefore vapor losses/emissions of fluorides, or to improve such properties as electrical conductivity, liquidus temperature, or density. A representative additive is calcium fluoride. For example cryolite plus 5 wt%
AlF$_3$ and 5 wt% CaF$_2$ has a minimum on its liquidus curve (at 7 wt% alumina) of about 940$^\circ$C compared to 962$^\circ$C (at 10 wt% alumina) for cryolite. Unfortunately CaF$_2$ additions also increase the density and lower the electrical conductivity. The former effect aggravates the tendency of the aluminum-electrolyte interface to deform, or become unstable, under electromagnetic forces and the disadvantage of the latter effect is obvious. Additions of aluminum fluoride to cryolite reduce the bath density but also reduce conductivity while lithium fluoride additions increase conductivity and slightly reduce the density. The consequence of the competing effects of these additives has resulted in disagreement on the virtues of using various additives (particularly lithium fluoride). It should also be recognized that additives could be electrolytically reduced at the cathode, to some extent, so that the product aluminum is contaminated with traces of species such as calcium or lithium that must be tolerated or removed.

4.2.4.2 The Thermodynamics and Electrode Kinetics of Hall–Héroult Cells

The thermodynamic energy requirement for reduction of alumina in the Hall–Héroult cell has been examined by several authors. Because the reaction entails an increase in entropy it is the enthalpy of reaction, $\Delta H^0_R$, rather than the Gibbs free energy of reaction, $\Delta G^0_R$, that determines the minimum energy consumption. Grjotheim and Welch and also Grjotheim and Kvande report that

$$\Delta H^0_{tot} = 1.43/x + 4.91 \text{ kWh/kg Al}$$

(1)

where $\Delta H^0_{tot}$ now includes the enthalpy required to take alumina and carbon at
298 K and produce aluminum, CO, and CO₂ at 1250 K. In this equation $x$ is the CE (expressed as a fraction) so that for a CE of 100% the energy requirement is 6.34 kWh/kg Al. Equation (1) assumes that at 100% CE the anodic reaction is entirely the generation of CO₂ but that at lower CEs aluminum is consumed within the cell by the reaction

$$2\text{Al} + 3\text{CO}_2 = \text{Al}_2\text{O}_3 + 3\text{CO}$$

The “aluminum” reacting with CO₂ bubbles in this back reaction within the electrolyte may be colloidally suspended aluminum droplets, dissolved aluminum or some reduced species of aluminum present in small quantities in the electrolyte. This is not certain, but it is generally acknowledged that the reoxidation of the species by CO₂ bubbles is the principal cause of current inefficiency.

The thermodynamics of the Hall–Héroult cell have recently been reexamined by Haupin [16] and by Haupin and Kvande [17]. In the latter paper, inert anodes producing oxygen are also treated. Among the useful results presented is a correlation for the activity of alumina in the electrolyte versus the relative oxide saturation (ROS), Fig. 5.

That correlation is

$$a_{\text{Al}_2\text{O}_3} = -0.01791\text{ROS} + 2.364\text{ROS}^2$$

$$- 2.194\text{ROS}^3 + 0.8686\text{ROS}^4$$

(2)

where

$$\text{ROS} = \frac{\text{Mass}\% \text{ Al}_2\text{O}_3}{\text{Mass}\% \text{ Al}_2\text{O}_3}$$

at saturation

(3)

These authors report on overvoltages, including the so-called bubble overvoltage,
which really represents the interference to current flow due to bubbles on the anode and within the electrolyte. Figure 6 shows some components of the cell voltage as a function of alumina content in the electrolyte for a particular electrolyte, current density, and temperature. Other components of the cell voltage appear in Fig. 7 and include the important IR drop within the electrolyte occupying the anode–cathode distance (ACD). The last is important because it is recognized that
one of the best opportunities for reducing energy consumption in the Hall–Héroult cell is the reduction of the ACD, therefore of the cell volts and kilowatt-hour per kilogram of aluminum. The rise of the polarized cell potential (the sum of the potentials appearing in Fig. 6) as the alumina concentration drops should be noted. It is indicative of the cell approaching a voltage at which an anode effect (discussed later) is likely to occur. This rise is frequently used in cell control to restore the alumina content by feeding the cell. Haupin and Kvande provide two figures (Figs 8 and 9), summarizing the potential drops and energy consumption in Hall–Héroult cells, including one fitted with inert anodes (Fig. 9). These calculated results pertain to a large modern cell operating at over 300 kA. The back EMF of the cell with the inert anodes (2.38 V) is large compared to the cell with carbon.

![Fig. 8](image-url)  
Cell voltages and energy consumption for the Hall–Héroult cell, according to Haupin and Kvande [17].
anodes (1.756 V), largely due to the much higher reversible potential for evolution of oxygen, compared to CO₂. This is compensated for by an (assumed) opportunity to operate at lower ACD reducing the voltage drop here from 1.334 to 0.72 V. With other voltage drops, the same for both types of anodes, the cell voltages (4.19 and 4.20 V) are virtually identical and if the CEs are the same then the kilowatt-hour per kilogram of aluminum will be the same. However, as seen in these two figures, to achieve the necessary heat balance in the cell with inert anodes the heat losses from the cell (primarily heat transport through the walls and bottom of the cell) must be reduced by half. This reduction is not easily achieved because insulation can only be added to a limited extent before the ledge protecting the sidewall of the cell is melted. Consequently, a strategy for such cells would be to increase the current, thereby increasing the productivity, but also increasing the kilowatt-hour per kilogram of aluminum. Figure 9 clearly illustrates that the success of inert anodes, in reducing energy consumption, is dependent on further reductions in the voltage drop in the ACD.
than envisioned in Fig. 9 or on additional energy savings, such as reducing the 0.25 V ascribed to bubbles in this figure.

The overvoltages appearing in Fig. 8, particularly the surface overpotential at the carbon anode (low exchange current density) represent a significant contribution to the cell voltage and have been well studied as a consequence. Most investigators have represented the anodic overpotential, \( \eta \), using a Tafel equation:

\[
\eta = a + b \log i
\]  

(4)

where \( a \) and \( b \) are constants and \( i \) is the anodic current density. However, as pointed out recently by Yang et al. [18], there is scatter in the published values, which was attributed to experimental difficulties. Within the range \( i = 0.05-1 \text{ A cm}^{-2} \), \( a \) ranges from 0.2 to 0.75 while \( b \) ranges from 0.09 to 0.6.

Modern electroanalytical techniques have been used to investigate the anodic reaction and Zhu and Sadoway [19] have provided a list.

Sorensen and Kjelstrup [20] have suggested that the anodic reaction should be considered as two reactions: a two-electron process producing CO and a four-electron process producing CO\(_2\). The former was thought to dominate at low overpotentials while the latter would be dominant at the high current densities and overpotentials representative of the Hall–Héroult cell. Furthermore, these authors suggested that analysis of cell data should be made using the full Butler–Volmer (B–V) equation rather than just the one (anodic) term represented by the Tafel equation. Figure 10 shows the fit of their two reaction B–V equations to the experimental data of Solli [21].

A long established method for measuring the CE is the Pearson–Waddington equation [22]:

\[
\text{CE} = 100\% - 0.5(\%\text{CO})
\]  

(5)

This gives the CE in terms of the \%CO in the gas leaving the anodes from the stoichiometry of the back reaction

\[
2\text{Al} + 3\text{CO}_2 = \text{Al}_2\text{O}_3 + 3\text{CO}
\]

A difficulty with this determination of CE is that it is erroneous if there is significant electrochemical generation of CO at the anode; Sorensen and Kjelstrup examined the magnitude of this error based on their analysis of the two-electron generation of CO.

An alternative to CE measurement by measuring the CO/CO\(_2\) in the anode gas is the measurement of the total oxygen content of the anode gas. While probably impossible on an industrial cell

---

**Fig. 10** Fit of the Sorensen and Kjelstrup equations (Butler–Volmer equations applied to two supposed reactions) to the anode polarization data of Solli [12].
because of air diluting the anode gas as it leaves the cell, this can be achieved in closed laboratory cells by, for example, mass spectrometry of the exit gas. This CE measurement is unaffected by the electrochemical production of CO, or by any Boudouard reaction

\[ \text{C} + \text{CO}_2 = 2\text{CO} \]

Dorreen and coworkers [23] have used this oxygen balance method to measure CEs in laboratory cells where the alumina content of the electrolyte was allowed to fall to the onset of an anode effect. Simultaneously they measured CE by the Pearson–Waddington approach and found that this latter method yielded a significantly lower CE. By the oxygen balance method the CE was found to be unaffected by alumina content, or by ACD, but to show a strong increase with increasing current density and a strong decrease with increasing cryolite ratio (increasing NaF to AlF$_3$ in the electrolyte).

Kisza and colleagues [24] have recently reported on the kinetics of both the anodic and cathodic reactions. They used both the impedance spectroscopy and the galvanostatic relaxation method in their experiments. Figure 11 is their plot of the dependence of the exchange current density for the cathodic reaction on the alumina content of the electrolyte. They used their results to suggest mechanisms for cathodic and anodic reactions.

### 4.2.4.3 Anode Effects and Gas Emissions

Hall–Héroult cells are usually operated with intermittent feed of alumina. The consequence is that, except at times when feeding is occurring, the alumina content of the electrolyte is dropping. If the cell is not properly fed the alumina content drops to a point where an “anode effect” occurs. Effectively the resistance of the cell increases; because the cell is just one of many in the series, the consequence is that the cell current falls by only a minor amount when the anode effect occurs but the cell voltage increases several fold. Under this condition the cell is consuming much more energy than is normal and the heat generated in the cell is excessive, running the danger of melting the ledge and attacking the sidewall, if the effect persists for more than a few minutes. Finally, as discussed here, it is during anode effects

Fig. 11 Dependence of exchange current density for the anodic reaction on electrolyte alumina content as reported by Kisza et al. [24].
that the most serious emissions occur. Anode effects are quenched by adding alumina usually with modest agitation, such as raising and lowering the anodes, to bring dissolving alumina to the anode surfaces. The alumina content at which an anode effect occurs is dependent on anode current density but is typically in the range 0.5–2.2 wt% [7]. In the past, anode effects were allowed to occur, despite their disadvantages, mostly because they provided a crude measure of the alumina content of the electrolyte, permitting the operator to adjust the rate of alumina feeding and ensuring that overfeeding of alumina would not occur. Furthermore, sparking and high temperatures occurring at the anode surface during an anode effect would remove unevenness on the bottoms of the anodes and the agitation of the cell contents would bring carbon particles (from anodes) to the surface where they would be removed by oxidation. Nowadays, automatic control of electrolyte alumina content, based mostly on tracking cell voltage, has advanced to the point where anode effects are less necessary and there are efforts by the industry to decrease both their frequency and their duration.

The incentive for minimization of anode effects is the reduction of the emissions of the perfluorocarbon compounds (PFCs) CF₄ and C₂F₆, which are known to be greenhouse gases. Although Marks et al. [25] report low levels of such emissions during normal cell operations (0.1 to 0.3 ppm CF₄ in the cell exhaust ducts, compared to up to 870 ppm CF₄ and 137 ppm C₂F₆ during anode effects), it is during anode effects that these emissions are most extreme. Tabereaux [26] has estimated global aluminum industry emissions of CF₄ and C₂F₆ as 30 000 and 3000 tonnes year⁻¹, equivalent to the global warming potential of 223 million tonnes of CO₂. Thonstad and coworkers, in a recent review of anode effects [27], contemplated the effect of proposed “CO₂” taxes at $15/tonne and estimated an increased production cost of 1.2% per anode effect per cell per day.

In their survey of emissions from six aluminum plants, Marks et al. included a range of technologies (cells with vertical stud Soderberg anodes, horizontal stud Soderbergs and prebaked anodes with the last including cells equipped with both the older feeding of alumina at the sides of the cell and cells with modern central point feeders). Cell currents ranged from 68 to 322 kA. The CF₄ emissions were found to correlate well with the minutes per cell per day that anode effects were occurring. The results suggested that the reduction of both the frequency and duration of anode effects would reduce emissions of PFCs but the former strategy would be more effective because emission rates are high early in the anode effect. The success of one company in achieving this goal during the first half of the nineties is shown in Fig. 12, taken from the paper by Marks [28]. Recent reports on PFC emissions are those of Marks and colleagues [29] and of Dolin et al. [30].

There have been numerous fundamental studies of the anode effect and the consensus is that the anode is separated from the electrolyte by a resistive film when it is at the high voltage of the effect. Experiments with see through cells show that, as the alumina content of the electrolyte drops, the carbon anode becomes less wetted by the electrolyte. Eventually a gas film extends over the whole anode under these circumstances. However, it is possible that this gas film is not the cause of the effect because artificially bubbling additional gas under an anode does not bring about an anode effect. The transition
from normal operation to anode effect has
been examined by Zhu and Sadoway [31]
using a variety of electrochemical tech-
niques, along with the analysis of cell
gasses emanating from their laboratory
cell. Figure 13 contains some of their
results. These are from experiments where
the anode current was measured as the
anode was swept, starting from rest poten-
tial, toward more anodic potentials (with

Fig. 12 Frequency of anode
effects (anode effects per cell
per day) at Alcoa versus year.
From the paper of Marks [28].

Fig. 13 Linear potential sweep results of Zhu and Sadoway
showing a large drop in current at an anode as the potential
reaches a few volts (versus Al/AlF₃) during the forward sweep
and the persistence of the low current as the potential is
subsequently swept downward. Note the dependence on
alumina concentration [31].
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respects to an Al/AlF₃ reference electrode), see 13(a), and then, at 6 V, the sweep was reversed down to the rest potential. The experiments were carried out at three different alumina levels. The significant result is that, on the forward sweep, the current plunges once a certain (alumina concentration dependent) potential is reached. Prior to that critical potential the anode is undergoing the normal electrochemical generation of CO₂ and CO. Beyond that potential, the anode is virtually passivated, at least up to 6 V. That passivity is sustained as the anode potential is lowered on the reverse sweep until lower potential than would sustain current on the upward sweep. The potential at which the passivity ends appears to be independent of alumina content.

Assuming the applicability of these results to a real cell the following informal stability analysis of the present authors becomes possible. Take a cell operating at 1000 mA cm⁻² (which would be representative of an industrial anode) in an electrolyte containing 0.6 wt% alumina. Figure 13(a) indicates that the anode could be operating in one of two possible states: at a potential of 2.4 V or at a potential slightly over 4 V. Now consider a perturbation upward in anode potential, as might occur if the anode, or one of its neighbors, becomes a little more covered in gas. At the 2.4 V state, this perturbation can be accommodated; the current density on the still active area rises to compensate for the drop in current elsewhere and the cell reaches a new, slightly different, steady state. At the 4 V state things are very different. A perturbation upward in voltage now diminishes the current on the active anode area. This then causes a further increase in potential (as the potline seeks to maintain its current), a further current reduction on the active area, leading to further potential increase and so on until the potential has progressed to the right-hand side of this figure, thus passivating all active regions.

More results of Zhu and Sadoway appear in Fig. 14 where the cell current with the anode potential held at a fixed value (rather than swept) is plotted against that potential, along with the composition of the exit gasses. The results extend into the high voltages of the anode effect and are for a low level of Al₂O₃ in the electrolyte. Up to about 2.5 V the normal generation of CO₂ and CO (the latter dominant in this experiment because of the Boudouard reaction) are seen. Beyond that point CF₄ starts to appear but, in conformity with the work of others, C₂F₆ is low (below the detection limit here). From roughly 3.5 to 4 V, the current is lower with increasing potential, reducing the generation of all three gasses. Beyond 5 V, there is some recovery of the current and CO generation but the significant effect is a great increase in CF₄ generation.

A very recent fundamental investigation of the anode effect is that of Vogt [32] who showed that the effect of alumina concentration on the critical current density (above which an anode effect occurs) can be explained by the alumina mass transfer, fluid dynamics of gas release and wettability of the anode.

The upturn in voltage of an industrial cell that marks the start of an anode effect is seen in Fig. 15 from the paper by Dorreen et al. [33]. If the horizontal axis were linear, rather than logarithmic, then a sharp increase in voltage, starting a few tens of seconds before the anode effect, would be apparent. These authors point out that emissions from Hall–Héroult cells were investigated as early as the 1950s with Henry and Holliday [34] reporting emissions of PFCs only during anode
effects. Henry and Holliday also investigated emissions of sulfur-containing gasses, such as carbonyl sulfide (COS) (now thought to be detrimental to the ozone layer) which they detected in unburned gasses during normal operation. Dorreen and colleagues provided a list of possible anodic reactions with standard electrode potentials at 970°C for those that were electrochemical, and equilibrium constants for those that were not. They also carried out experiments to monitor the emissions of PFCs and sulfur-containing gasses from a laboratory cell using mass spectrometry. The cell was provided with an argon purge to prevent oxidation of gas products by air. Figure 16 is representative of the results of these authors and shows emissions before and during an anode effect. Numbers on the curves are the mass per electron in the mass spectrometer and in some cases (e.g. 28) this leads
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Fig. 15 Increase in cell voltage before an anode effect as reported by Dorreen et al. [33].

Fig. 16 Gasses emitted by a laboratory cell before, during and after an anode effect, as measured by Dorreen and colleagues using mass spectrometry [33].

to an unambiguous identification of the emitted species (e.g., CO). In other cases (e.g., 35) some uncertainty exists concerning the origin of the ionized species (e.g., CF₄ or C₂F₆) in the mass spectrometer. The logarithmic scale of the vertical axis should be noted and the fact that, in normal operation, CO₂ and CO (the latter enhanced by the Boudouard reaction) are the principal emissions, with small amounts of carbonyl sulfide and amounts of PFCs only at the detection limit. Emissions of all but PFCs drop during the anode effect because of a drop in cell current as the voltage rises (the power supply could not sustain constant current at high voltages). PFC emissions rise sharply during the anode effect as found in other investigations such...
as those discussed earlier. One notable result of this investigation was the detection of COF$_2$ starting a few minutes before the anode effect and continuing throughout the effect.

Utne and coworkers [36] measured the emissions of carbonyl sulfide from industrial cells during normal operation. High levels of COS were found in the undiluted/unoxidized anode gas; amounts corresponded to 3.3–10.2 kg tonne$^{-1}$ of aluminum produced. Most of the sulfur emitted from the cells appears to originate from sulfur in the anodes. However, the COS is oxidized as the anode gasses leave the cell. After the gasses pass through dry and then wet scrubbing, the COS content corresponds to 0.21–0.26 kg tonne$^{-1}$ Al.

Hyland et al. [37] have recently reviewed sulfur and fluoride emissions (including particulate emissions) from Hall–Héroult cells and concluded that operational changes over the past few years, such as a tendency toward lower ratio (more volatile) electrolyte may have made emission control more difficult.

4.2.4.4 Gas Bubbles in Hall–Héroult Cells

Many effects of gas bubbles released at electrodes (on electrolyte flow, mass and heat transport, conduction, etc.) have been well studied in the past. A text with an extensive treatment of this topic is that of Hine [38]. However, in Hall–Héroult cells these effects are worthy of special mention because the relatively high current density, of the order of 1 A cm$^{-2}$, and temperature make the volumetric gas evolution rate from the anode large. Furthermore, difficulties of measurement on actual cells mean less knowledge of these effects than in many other electrochemical cells. Finally, one effect of the bubble is to make the task difficult in reducing the enormous energy consumption of the Hall–Héroult cell.

Carbon dioxide bubbles nucleate on the underside of the carbon anodes (and to a lesser extent on the sides), grow through a near spherical shape and start to coalesce to form large bubbles that are more disc-shaped than spherical. These bubbles, now occupying a significant fraction of the anode area, then sweep across the anode underside to an edge where they escape. As they do so, they accumulate more gas from smaller stationary or slower bubbles in their path and leave behind bubble free regions where fresh nucleation can occur. These dynamics are well described by Fortin et al. [39].

Any bubbles in the space between the anode and the cathode will interfere with current flow and effectively raise the cell voltage. This effect has been studied by several investigators in the past but one of the investigations most relevant to the Hall–Héroult cell is that of Hyde and Welch [40] who placed ceramic spheres and discs in a cell where the electrolyte was a lead chloride–sodium chloride eutectic. Current was passed between a liquid lead pool (simulating the aluminum pool of the Hall–Héroult cell) and a horizontal carbon cathode placed in the electrolyte above it. At this electrode, passage of current results in deposition of lead. The ceramic shapes floated into the upper part of the space between the electrodes and were therefore positioned much as we would expect the bubbles to be beneath an anode. The current interruption method was used to measure the cell resistance. Figure 17 shows representative results where cell resistance is plotted against the ACD for the cell without ceramic “bubbles” (Bath only), with 3 large spheres, with 6 large spheres, and with 6 large spheres plus 44 small spheres. The parallel curves reflect the fact
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that the spheres introduce a fixed additional resistance into the interelectrode gap independently of the size of that gap. These investigators found that this additional resistance was proportional to the volume of the “bubbles” and nearly independent of their size and shape.

From the description of bubble growth and release in the penultimate paragraph one would expect individual bubbles to be detectable, for example, in the cell voltage trace for small anodes, such as those used in laboratory cells. Aaberg and colleagues [41] used a cell with a 10-cm diameter graphite anode and measured both cell voltage and electrolyte level as a function of time. Both these variables showed periodic fluctuations and the latter fluctuation enabled the bubble volume at release to be measured. Bubble release frequency was found to increase with increasing current density, ranging from 0.13 to 3.2 Hz. Bubble volume at release also increased with current density but only slightly. Simultaneous measurement of the cell resistance by current interruption yielded resistances for the anodic bubble layer of $0.5 – 1.5 \Omega \text{cm}^2$.

Wang and Tabereaux [42] too used cell voltage fluctuations (for a 15-cm diameter anode) to study bubble release. Figure 18 shows the voltage trace for an anode after 1200 Ah of electrolysis (upper plot) and for an anode after 12460 Ah at the same current. A bubble release frequency is clearly discernible in Fig. 18(a), while frequencies are distributed in the lower trace. These investigators found an increase of bubble frequency and of bubble volume with current density for much of their data, but a minimum in bubble frequency with flat anodes (little rounded by electrolysis) between 0.7 and 0.8 A cm$^{-2}$.

Xue and Øye [43] have described an investigation of bubbles on industrial cells by analysis of the sound emitted from anodes.

As described in a section later, there has been a great interest in conserving the electrical energy entailed in aluminum production by reducing the energy expended in merely passing the current through the electrolyte between anode and cathode. This IR drop (in voltage) accounts for more than 30% of the total energy consumption in a modern cell (see Fig. 8) and an even higher percentage in older cells. An obvious strategy is to reduce the ACD but the results of Fig. 17, and similar results from previous studies (e.g. Shekhar and Evans [44–46]) suggest that pursuing this strategy may only bring limited gains. The interelectrode resistance is not proportional to the ACD so that halving the ACD
does not halve the resistance as might at first have been supposed. Figure 19, from the pilot scale studies of a cell with novel electrodes by Dorward and Payne [47] illustrates this point. The plot is of the measured interpolar resistance presented by the electrolyte versus ACD. In a bubble free electrolyte, the interpolar resistance should be proportional to ACD (ignoring minor fringing effects). With anode
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**Fig. 18** Voltage traces for a new anode (a) and an older (15-cm diameter) anode (b) as reported by Wang and Tabereaux. The release of individual bubbles can be seen in the former trace [42].
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**Fig. 19** Plot of interpolar resistance versus anode–cathode distance from the work of Dorward and Payne on a pilot cell equipped with “wettable” cathodes. The difference between the broken and solid lines is due to gas bubbles [47].
gas bubbles present, the bubbles occupy a greater and greater fraction of the inter-electrode gap as the ACD is reduced; the apparent resistivity increases so that the interpolar resistance is greater than the proportionality represented by the broken line, at low ACD. The behavior of bubbles therefore has a direct impact on energy conservation efforts and modeling of this bubble behavior is described in a section below.

4.2.5 Mathematical and Physical Modeling of Hall–Héroult Cells

4.2.5.1 Steady-state Models for Fields, Flows, and the Interface

The multiphysics and multiscale character of the important features of Hall–Héroult cell operation makes difficult laboratory scale experimentation that is relevant to industrial pot operations. For example, cell CE is influenced by the cell-scale flow of the metal and electrolyte, which is determined in turn by the magnetic field which depends on the entire cell current. CE also depends on the finer scale flow due to release of the carbon dioxide bubbles from the anodes. It is generally not possible to examine these two effects simultaneously in the laboratory. Also, the generally hostile environment inside Hall–Héroult cells makes experimentation difficult, and the high cost of modification of full-scale pots further complicates industrial trials. In this environment, numerical or mathematical modeling of pots would be expected to be a useful tool.

On the other hand, the multiphysics, multiscale character of the problem poses formidable challenges for numerical simulation also. The consequence is that practical models are based on judicious decoupling of some parts of the physics. The importance of these uncouplings can be checked and rectified to some extent a posteriori. Typically, models are built in a modular fashion, with a sequential flow of information from one to the next. In addition, although the cell operation is inherently dynamic, models are often steady state, with dynamic considerations either as a follow-on or as output from simplified models. In a typical sequence, the first step is often a thermoelectric model that gives a map of the current distribution. Here, the shape of the frozen ledge is important in determining possible horizontal currents in the metal pad. An important decoupling is the effect of convection on the shape of the ledge. Another decoupling is to ignore the effect of the fluid flow in inducing current in the fluid layers; this effect is often added back after the velocity is calculated, but the effects of the induced currents are not then included in the nonlinear ferromagnetic effects in the magnetic field calculation, which is the next module in the sequence. As a next step, the flow, including the metal–bath interface deformation, is calculated. As a final step, some assessment of the magnetohydrodynamic (MHD) stability is made.

Historically, the mathematical modeling of the Hall–Héroult cell became feasible in the 1970s when computers of sufficient power to examine many of the important phenomena were first available. In spite of a great deal of progress and much development effort, some critical issues remain in relating the output of the models to operational quantities of interest, such as noise and CE. In the following sections, each of the areas is discussed in more detail. Historically, current density distributions were usually calculated in two dimensions (vertical and the short horizontal dimension) by numerical solution of Laplace’s equation for the electrical
potential between the anode surface and the ends of the collector bars; see, for example, Tarapore [48] or Evans et al. [49]. The user would specify a side-ledge profile. Presently, there is more emphasis on thermoelectric modeling to include effects of operating parameter changes such as metal pad depth on the ledge profile. The current in the buswork, sometimes including adjacent cells would be specified. In this way, the features of busbar design and cell placement could be incorporated into the computations (Lympany and Evans [50], Potocnik and Evans [51]). Presently, the calculation of the currents in the full 3D buswork simultaneously with the cell interior has become feasible.

In addition to determining the current distribution for magnetic and flow modeling, thermoelectric models of Hall–Héroult cells have as objectives side ledge and isotherm prediction to help assure cathode life. Use of such models for component design is illustrated for a collector bar/cathode block assembly by Bos and coworkers [52]. An expanding use of these models is to examine stress in potshells, where the thermal load can be augmented by a representation of the swelling of the cathode induced by sodium intercalation. Trends in this area include more simultaneous physical phenomena and more complicated geometry, such as entire quarter pots, as exemplified for a 400 kA cell in a recent paper by Dupuis [53], and moving the modeling capability closer to the plant floor as shown for the Russian industry by Sherbinin and colleagues [54] who also described a 3D thermoelectric model.

The next step in the sequence is the calculation of the magnetic field. This remains a computer-intensive task. Previously, the Biot–Savart law was used to calculate the magnetic fields within the cell. A difficulty arising at this point is how to allow for the influence of the ferromagnetic steel shell on the magnetic field. The earlier, rather crude solution to this difficulty was to modify the contributions, to the field within the cell, from external currents by a “shielding factor” chosen to give reasonable fits to experimental measurements. More recently, a number of approaches have been used to accommodate the steel. Ziegler and Kozarek [55] reported use of a magnetic vector potential method executed in commercial software to calculate the effects of the nonlinear magnetization of the steel. This technique suffers the drawback of requiring the meshing of the air surrounding the cell, which increases both the complexity of the meshing task and the computational requirements. Another technique that has the same problem is the two-scalar potential method, used for Hall cells by Guohua and Dexiang [56]. An approach that requires meshing of only the steel parts is a volume integral method and has been applied to Hall cells by Segatz and Vogelsang [57] and Boivin [58]. Variations on this method have also been reported by Kalimov and colleagues [59] and by Sun Yang et al. [60]. In spite of these computational advances, an ongoing difficulty of this calculation is the hysteresis of the magnetization of the steel. Therefore, the influence of the steel is not just a function of the present magnetic fields to which the steel is exposed, but also past fields. Furthermore, the permeability of the steel is temperature dependent, representing an additional coupling of the various solutions.

In this area, purpose built programs still seem to predominate, in comparison to the use of commercial software, which is more in evidence in the thermoelectric and flow calculations.
The next step in the sequence, the flow calculation, generally starts with the Lorentz forces. These are given by the cross product of the current density and the magnetic flux density, and are input as momentum source terms into the fluid flow equations. These are frequently time-averaged versions of the Navier–Stokes equations with turbulence accounted for by \( k - \varepsilon \), or similar, models. Finally, the pressure fields for both the electrolyte and aluminum having emerged from the fluid flow calculations, the deformation of the interface between them can be obtained. Usually, in the interface calculation, only the larger length scales are resolved, so that the interface is only slightly curved and surface tension effects can be neglected. This calculation has not changed much – an early example modeled by Lympany and Evans [50] is shown in Fig. 20, which shows the busbar arrangement around six nearby cells. Each of the cells contains 18 anodes (the vertical anode rods from which the anodes are suspended in two rows can be seen in the figure). These are “end riser” cells where the “riser”, bringing current upward from the level of the ring bus of the adjacent cell, to the anode superstructure of a cell, makes its connection at the end of the superstructure. The computed electrolyte–metal interface is depicted, for the cell indicated by the arrow of Fig. 20, in Fig. 21 where the upward bowing of the interface near the center of the cell, with a trough-to-peak distance of 109 mm, is seen. As a final step in this calculation, the mass transport of dissolved aluminum and thereby CE was calculated using a relationship based on the turbulent kinetic energy of the flow. The computed CE for this design was 84.4%, which is within the range of expectations. However, effects specific to Hall cells, such as the bubble release, which are expected to be important in determining the CE are not accounted for.

**Fig. 20** The arrangement of busbars and anode rods for six “end riser” cells mathematically modeled by Lympany and Evans. The cells are in two “potlines” and each cell has 18 anodes [50].

**Fig. 21** The deformation of the metal–electrolyte interface for one of the cells of Fig. 20 as computed by Lympany and Evans. The trough-to-peak distance is 109 mm [50].
A more recent example is by Potocnik and Laroche [61], which addresses calculation of the steady velocity and its comparison with measurements. The authors remark on the limitation to the accuracy of these models imposed by uncertainty in the current distribution.

As in the case of the current distribution calculation, the trend in this area is the inclusion of more comprehensive physics, principally the bubble driven flow effects. A relatively early example of this was published by Fraser et al. [62], and a recent example is by Bech et al. [63]. Although inclusion of this effect was first reported in 1990, it is still computationally daunting for production calculations. In addition, serious questions remain about appropriate constitutive relationships for the bubble containing flow, particularly beneath the anodes. Also finding more inclusion are effects that depend on the velocity field; convective transport of heat and dissolved/undissolved alumina.

The rapid dissolution of the alumina fed to a cell is important for proper cell operation. However, it is generally accepted that at least a portion of the alumina fed finds its way to the bottom of the cell and forms part of a moving “sludge” before dissolving. The movement of the metal transports the sludge. The behavior of alumina has been examined by Kalgraf and Tørklep [64], who applied the theory of sediment transport to the alumina and performed experiments where they simulated alumina particles in the metal by nylon particles placed on a moving platform in water. Figure 22 is representative of their results with the sediment transport velocity a function of the relative velocity between the water and the platform. These same investigators and Nordbo [65] went on to compute alumina distributions in Hall cells based on computations of the electrolyte and metal flow in the cell. This paper also has an account of radiotracer measurements conducted on a Hall cell to measure velocities and turbulent dispersion of the tracer.

The works described above are based on solution of the 3D flow equations, often with additional partial differential equations for the turbulence model. These models are often executed with commercial software. An alternative to the computational treatment of the turbulent flow of the electrolyte and aluminum in the cell is the “shallow water” approximation described by Moreau and Evans [66] and later extended by Moreau and Ziegler [67]. In this approximation, the flow in each layer is treated by averaging the Navier–Stokes equations over the thickness of the layer (this vertical dimension of the order of 20 cm is small compared to the meters of the horizontal dimensions). Then the usual laminar/turbulent viscous terms in the Navier–Stokes equations are replaced by drag terms proportional to the velocity in each layer representing friction with its bounding surface – either the anode bottoms or the cathode top – and proportional to the velocity difference between the two layers. In this way the coupling between flow in the two layers is achieved. For simplified geometries, analytical results, or ones entailing relatively simple computations, are possible. Moreau and Evans were able to show that the channels between anodes are important conduits for electromagnetically driven flow. In this way they change the pressure distribution in the electrolyte and thereby the interface deformation. An important advantage of this approach to calculating the flow is the major increase in computational speed that it makes possible. This can especially be exploited in transient simulations as described below.
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4.2.5.2 Models for Cell Instability

As described above, instability of the interface between the electrolyte and molten metal is a significant problem that is one root cause of the energy inefficiency of Hall cells. Expressed simply, the interface is deformed by the electromagnetic body forces arising from the interaction between currents in the cell and the magnetic field. The currents are themselves affected by the interface position because it determines the distance between the top surface of the aluminum and the bottom of the anode. There is therefore the possibility that interface deformation leads to further interface deformation. Other mechanisms for generating waves at the interface may be significant, for example, the Kelvin–Helmholtz mechanism which stems from a shear at the interface.

The importance of the interface instability has led to many models being developed to examine the deformation of the interface and the evolution of that interface. Most such models can be placed into one of the two categories: (1) fundamental studies of the instability of the interface based on idealization of the cell and (2) computationally intensive investigations where models akin to those of the last section, incorporating most features and phenomena of the cell, are extended to time dependent calculations.

In using the former approach, it is necessary to make sufficient idealizations of the cell to arrive at a problem that is simple enough to solve. Consequently,
various authors, having made different simplifying assumptions, have found a range of instability mechanisms that may be operative in industrial cells. For example, in the early work by Sele [68], the magnetic state was represented as a uniform vertical field. He represented the interface as a tilted surface that was rotating about a vertical axis, that is, an interfacial wave traveling in the azimuthal direction and determined that such a wave could be driven by the interaction of horizontal current components and the vertical magnetic field. In this case, the horizontal current components arise from the transient deformation of the interface. In other early efforts along these lines, Urata [69] carried out a stability analysis for the interface that led to the conclusion that horizontal gradients in the vertical magnetic field were destabilizing while Moreau and Ziegler [35] examined the effect of the diversion of vertical currents into the horizontal direction on interface stability. Sneyd [70, 71] has worked on the stability of the interface in Hall cells examining instabilities that arise from both horizontal and vertical gradients in the magnetic field.

All of these causes may be expected in practical Hall cells. The vertical magnetic field is caused by horizontal currents around the cell (adjacent potline, ring bus, etc.) and by position dependent horizontal current in the aluminum and collector bars; the field varies with proximity to these currents. The current flow is predominantly vertical across the electrolyte between anode and metal, because of the high resistivity of the electrolyte, but develops significant horizontal components on entering the much more conductive metal. In practice, all of these mechanisms can be related to instabilities and their correction. The Sele idealization is a reasonable approximation of the effect of an adjacent row of cells; correction of strong localizations of vertical magnetic field can stabilize cells, as can correction of metal pad current distributions that have become disturbed through deposits on or damage to cathodes.

Increased computational capability has made it possible to relax the high degree of idealization. Whereas the earlier work was oriented toward development of dispersion relationships that characterized the behavior of the least stable mode of oscillation, more recent work has been built on numerical extraction of eigenvalues of rather large matrices stemming from more comprehensive descriptions of the cells. A strong physical incentive for this change is that some mechanisms can lead to mode mixing in the response of the interface; even though the problem has been linearized, superposition of independent modes, each satisfying the governing equations, is not a valid approach. Ziegler [72] and Sneyd and Wang [73] showed the effect of the steady velocity and the magnetic field, respectively, in creating mode mixing. Shin and Sneyd [74], in a truncation of the system of equations at two modes, remarked that the interface instability was strongest when the frequency of two natural gravity waves (the waves arising from merely gravity and inertia after a disturbance of the interface) are nearly equal. They concluded that, since these frequencies are dependent on the geometry of the cell, there is an opportunity for designing the cell to avoid contributing to instability. A similar conclusion was expressed by Bojarevics and Romerio [75] in an extensive analysis that led to a generalization of the Sele criterion. In this generalization,
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various unstable modes are linked to distinct Fourier components of the vertical magnetic field distribution, allowing more extensive, yet still practically simplified, application of this approach.

In more computationally oriented work, Segatz and Droste [76], have examined the dependence of instabilities on design and operating parameters. Figure 23 is representative of their results; the growth rate of various modes of oscillation is plotted against cell current. Below a certain current (approximately 57 kA in the present case) interface waves have essentially zero growth rate but beyond this current, instability occurs. Interestingly, the form of the unstable oscillation changes as the current is increased. In a similar way, but simplified by the use of the shallow water model (described in the previous section), Droste and colleagues [77] calculated results not very different from those from the more complicated 3D model.

In general, results from these models are in agreement with operational experience. For example, both Bojarevics and Romerio [75] and Segatz and Droste [76] indicate that their calculated growth rates were less for deeper metal pools, larger anode–metal distances and lower currents, all consistent with industrial operations. In addition, Segatz and Droste compared their calculations against measurements on an actual cell (where oscillation of the interface below an anode shows up in the anode voltage) and the good match can be seen in Fig. 24. However, these studies are still based on considerable simplification, including that the steady velocity is zero. Both Shin and Sneyd [74] and Ziegler [72], on examining instabilities that include the steady velocity or Kelvin-Helmholtz effect, report that the effect of the anode–metal distance is not monotonic; under some conditions, increasing this distance can increase the instability. In a more comprehensive computational study, Descloux
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**Fig. 23** Growth rates of interface instabilities computed by Segatz and Droste for various modes of oscillation of the metal–electrolyte interface as a function of current [76].
Fig. 24  The fluctuation of anode voltage and magnetic field due to metal–electrolyte interface oscillation as measured (solid line) and as computed by Segatz and Droste [76].

et al. [78] reported that the effect of the steady velocity was relatively weak in inducing instability.

Also in relation to the steady velocity, Antille et al. [79, 80] have shown how measurements of the anodic current fluctuations that arise from oscillation of the electrolyte–metal interface beneath the anode, can be used, in conjunction with their mathematical model, to deduce the steady velocity fields in a cell. The method has the advantage that there is no need to determine the electromagnetic forces, or to solve the Navier–Stokes equations and only a relatively small amount of computing is involved. They suggest that the method could also be used dynamically to follow the evolution of the velocity and have used it to compute waves in the electrolyte–metal interface.

In their studies of interface instability, most of the investigators listed above have employed a Fourier analysis of the coupling between the fluid motion and the electromagnetic body force. Davidson [81] and, in simpler form, Davidson and Lindsay [82] have pursued an alternative approach whereby a global energy balance
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is used to assess stability. This analysis shows the role of the force transverse to the wave crest in providing energy to the disturbance, and provides an alternative physical illustration of the Sele mechanism. In a follow-on, the same authors (Davidson and Lindsay [83]) report that destabilization of modes with nearly identical gravity wave periods is not guaranteed, but rather depends on the coupling between the modes, which depends on the magnetic field distribution. Also, like Segatz and Droste, they report that at a certain current, the mode with the highest growth rate is not necessarily the one that first became unstable as the current was increased. Finally, Davidson [84] has proposed an active control system in which small anode movements are used to defeat incipient instabilities.

At the head of this section it was stated that an alternative to the fundamental modeling of idealized cells, just described, is the computationally intensive transient modeling of cells with a more faithful representation of cell features. This alternative has the advantage of dealing with more realistic situations, but may have the drawback of not successfully illuminating the root causes of disturbances.

One of the first papers, which is a representative of the latter approach is by Wahnsiedler [85]. This investigator used the commercial code ESTER® to simulate both the steady state and transient behavior of a 155 kA Alcoa cell. Cell details such as the ledge were included. The behavior of waves in the electrolyte–metal interface was computed and it was suggested that the wave motion was due to the interaction between the current and the varying magnetic field. Potocnik [86] and more recently Segatz et al. [87] also used ESTER in their similar studies of interface waves. While this approach is becoming increasingly feasible because of the increased availability of fast computation, the need to use small time steps is a continuing drawback.

Segatz [88] and coworkers have taken a hybrid approach to follow the evolution of the interface between the electrolyte and metal after a typical cell disturbance, the changing of an anode. The commercial software ESTER was used to compute the steady states before and after the anode change. Then the authors used the MHD analysis of Segatz and Droste (see above) to describe the trajectory of the cell between these two steady states. In this way, the anode-changing pattern for a cell could be optimized.

A fully transient simulation that does not use commercial software, but is based on the shallow water approximation relevant to Hall cells has been reported by Zikanov et al. [89]. Because of the speed of this simulation, additional features become available for investigation, such as continuing oscillations of constant amplitude, which can sometimes be detected in operating cells. This behavior, due to nonlinear interactions, is not within the capabilities of the linearized stability analyses that have formed the bulk of the literature to date.

4.2.5.3 Other Computational Models

An important new area in Hall cell simulation is that of dynamic heat and mass balance. These models simulate the interactions between changes in the cell heat balance and mass balance. For example, increased heat input can result in melting of some of the ledge material. This melting has two effects: it changes the rate of heat loss through the sidewall and also, depending on the ledge and bath compositions, changes the bath chemistry
and thus its melting point. In turn, these changes feed back on the bath temperature and superheat. All of these phenomena occur on somewhat different timescales, and enough of them are sufficiently slow so that, in practice, a new disturbance usually occurs to the cell before a new steady state is reached. Consequently, it is useful to model the behavior of the cell through various upsets and their denouements.

These models are useful in examining the effects of various perturbations such as anode changing, metal tapping, or changes in line current. They can be used to exercise on-line alumina controllers and algorithms and to help develop bath ratio control techniques. Finally, they can be useful training aids for plant engineers and pot operators.

An example is the model described by Tabsh and colleagues [90] with the results of calculations compared with measurements in an Alcan Brazil cell in Fig. 25. An additional case of good agreement of a model (including thermal phenomena) with experimental data is seen in Fig. 26 from the work of Tang and colleagues [91] at Kaiser Aluminum. These investigators compared the results of their model to measurements where a 70 kA prebaked cell was subjected to an addition of 40 kg of aluminum fluoride (changing the composition of the electrolyte and therefore unbalancing the equilibrium between electrolyte and ledge) or to an increase of 0.4 V in the applied voltage. The long-term dynamic behavior of the cell appears to be well simulated.

The models described above have all been transport phenomena models at the scale of the pot. Besides these, other models are finding application in the smelting area. At a somewhat finer scale, modeling has been used to examine the irregularity that develops on the bottom of an anode as it oxidizes. Even if the anode is homogeneous and flat, nonuniformity of the current density results in rounding of the initially sharp edges of the anodes. Zoric et al. [92] modeled the evolution of anode shape by performing a 2D computation of the current distribution in the electrolyte volume among an anode, ledge, and the aluminum. Then Faraday’s law was used to follow the development of the anode shape with that shape reaching a
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**Fig. 25** Comparison of the results of the mathematical model of Tabsh and coworkers for the thermal behavior of a Hall–Héroult cell with measurements [90].
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Fig. 26 Comparison of the predictions of the comprehensive mathematical model of Tang et al. with measurements for a Hall–Héroult cell, during a period when 40 kg of aluminum fluoride was added to the electrolyte [91].
steady state (assuming a steady downward movement of the whole anode) after a few days operation. Figure 27 is representative of their results for a cell where the ledge (to the left) was separated by 10 cm from the anode (to the right); the distance from the bottom of the anode to the aluminum (below) was 4.5 cm. Steady state was reached after about 8 days and the computed shape of the rounded edge of the anode matches very well with the measured shape of an anode removed from a cell.

Another area that has received some attention is the modeling of airflows exterior to the cells. This is relevant to the heat loss from the pots and to various environmental considerations; worker exposure to heat, chemicals, and emissions of fluoride and dust from buildings containing the potrooms. For example, Eick and Vogelsang [93] have recently modeled cooling fins fitted to the exterior of high amperage reduction cells. Potline ventilation is also the subject of a recent numerical study by Holt et al. [94]. Finally, the previously mentioned Bos and coworkers [52] have recently reviewed Aluminum Pechiney’s mathematical modeling in the Hall–Héroult cell area, particularly regarding collector bars, potline ventilation and anode baking furnaces.

4.2.5.4 Physical Models
Physical modeling has proceeded apace with mathematical modeling. Indeed, in
the 1970s Dernedde and Cambridge [95] used a physical model intended to simulate the flow driven by bubbles of gas from the anode. Electrolyte was simulated by water and aluminum by a dense organic phase consisting of a solution of perchlorethylene and silicone oil, with gas evolution being from porous, anode shaped, devices through which air was injected. The nature of the flow and the behavior of the electrolyte/metal interface were studied as a function of ledge position.

Physical models for bubble behavior and bubble driven flow have been described by Solheim and coworkers [96] who have also constructed mathematical models for this flow.

There has been much interest within the aluminum industry in "advanced" Hall–Héroult cells where the anode would be made of an inert material, rather than carbon. The anodic reaction is then merely the generation of oxygen, so the anode is not consumed. The geometry of the anode can then be more complicated than the simple blocks of the conventional anodes. A further advance is if the carbon "cathode" is replaced with one that is wetted by aluminum, such as a TiB₂ cathode. Both anode and cathode surfaces can then be inclined to facilitate gas removal. Efficient egress of gas bubbles is important because the bubbles, being nonconducting, increase the voltage difference between anode and cathode and therefore the energy consumption. Shekhar and Evans [44, 45] used water models to examine the flow in advanced cells, as well as, for comparison purposes, conventional cells. Velocities of the simulated electrolyte (water containing a small amount of butanol to achieve the correct bubble size) were measured in the gap between a simulated anode and cathode by laser-Doppler velocimetry. Figures 28 and 29 show the velocities (the space between electrodes is seen from above) for a flat horizontal anode (representing a conventional anode) and
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Horizontal (flat) anode

\[ ACD = 2\text{ cm} ; \; CD = 0.9 \text{ A cm}^{-2} ; \; \text{submergence} = -1.25 \text{ cm} ; \; 0.5 \text{ vol\% butanol} \]

---

**Fig. 28** Results of measurements, using laser-Doppler velocimetry, by Shekhar and Evans on a water model for studying gas driven electrolyte flow beneath anodes. Flow beneath a flat horizontal anode (inner rectangle), as seen from above, is depicted. The flow is seen to be very slow [44, 54].
Near–horizontal anode (5°)

$ACD = 2 \text{ cm}; CD = 0.9 \text{ A cm}^{-2};$ submergence $= 2.5 \text{ cm}; 0.5 \text{ vol\% butanol}$

Fig. 29 Results similar to those of Fig. 28 but with the bottom of the anode inclined at 5° to the horizontal [44, 45].

for an anode with its lower surface inclined at 5° to the horizontal which is completely submerged (representing an anode in an advanced cell). Velocities are very much higher in the simulated advanced cell. These authors estimated the interelectrode resistance of advanced cells and therefore the likely energy saving.

Banerjee and Evans [97] constructed a one-twelfth scale physical model to study the electromagnetically driven flow in the Hall–Héroult cell. The cell structure and anodes were simulated with stainless steel and the only fluid in the cell was a low melting point alloy (Wood’s alloy). Figure 30 depicts the physical model in cross section. With current densities comparable to those of an actual cell, the Lorentz forces were approximately an order of magnitude less. However, flows
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in the range of 1 cm s\(^{-1}\) were measured within the model using an electromagnetic velocity probe, as were the magnetic fields within and around the model (using a Hall effect probe). The effects of common cell disturbances, such as replacement of an anode, were examined with this model.

4.2.6 Novel Electrodes for Hall–Héroult Cells

The enormous electrical energy consumption of Hall–Héroult cells and their emissions of greenhouse gasses might be moderated by the use of very different anodes and cathodes. This has led to many investigations of inert anodes and “wettable” cathodes. The former electrodes are ones where the anodic reaction is the generation of oxygen and therefore the anode ought not to be consumed. This anodic reaction has equilibrium potential (versus an aluminum cathode) of 2.2–2.3 V compared to 1.7–1.8 V for a carbon anode evolving CO\(_2\). Consequently, a switch to inert anodes would entail an increase in electrical energy consumption unless other changes are made. One such additional change would be the reduction in the ACD thereby reducing the wasteful IR loss in conducting electricity through this distance containing relatively poorly conducting electrolyte intermixed with bubbles. This reduction in ACD is more likely to be possible with inert anodes because the location of the bottom of the anode is known more precisely than in the case of the consumable carbon anode. Consequently, the anode can be brought closer to the cathode without danger of short circuits. This reduction of the ACD can be further enhanced if materials wetted by aluminum are used in the bottom of the cell. The normal lining of the bottom of the cells is carbon, which is not wetted by aluminum. However, if this is replaced with a wetted material such as titanium diboride there is an opportunity for cell designs where only a thin liquid film of aluminum lies beneath the anodes. This film might drain to a much deeper sump, away from the anodes, from which it is practical to remove the metal with the usual siphon. With aluminum as a thin film the dangers of deformation and oscillation of the metal–electrolyte interface are eliminated and it might be possible to reduce the ACD to very small distances, perhaps of the order of a centimeter, with great saving in electrical energy consumption.

In the early 1980s an extensive investigation of inert anodes was carried out by Alcoa [98–101]. Much of the investigation focused on cermet anodes consisting of a nickel ferrite–nickel oxide ceramic phase and a nickel metal phase although, toward the end of the study it became apparent that a similar cermet, but with a copper alloy as the metal phase would be more resistant to the hostile conditions of the Hall–Héroult cell. Cermet materials appear promising in this application because they offer higher electrical conductivity and thermal shock resistance than ceramics but are likely to be less prone to anodic oxidation than metals. The investigation at Alcoa included extensive measurements of the solubility and dissolution kinetics of various metal oxides in baths of various compositions and over a range of temperatures [98]. Nickel ferrite was found to be less soluble than either nickel oxide or Fe\(_2\)O\(_3\). Linear sweep voltammograms of cermet anodes with nickel as the metal phase showed significant currents at potentials below the potential at which oxygen evolution should occur [99]. With a copper alloy as the metal phase such currents were much lower, perhaps nonexistent. Bench scale Hall–Héroult cells were run
using inert anodes and showed some contamination of the aluminum product by nickel and iron and higher corrosion rates/contamination if the alumina content of the bath was not kept close to saturation [100]. Inert anodes with a copper metal phase performed much better in these bench scale tests.

A recent investigation of the NiO–NiFe₂O₄–Cu cermet material, and of tin oxide anode material, is that of Xiao and coworkers [102]. Figure 31 is taken from their work and shows the corrosion rate of the former material at cell current/temperature as a function of alumina content. The densities of these materials were 6.0–6.3 g cm⁻³. Consequently a corrosion rate of 0.05 g cm⁻² h⁻¹ means that the material is disappearing at the rate of 0.08 mm h⁻¹. This means that the material is hardly inert, for example, a reasonable thickness of 10–20 cm would be consumed in a few months. However, this number should be contrasted with the oxidation rate of a carbon anode at this current density, which is of order 0.5 mm h⁻¹. There are reports [103, 104] that protective films of cerium oxide, formed in situ, can reduce the corrosion rate of inert anodes of this type. Sadoway [105] has suggested that metal alloys that form protective coatings could be practical inert anodes.

Kvande [106] has reviewed recent work on inert anodes (and wettable cathodes).

In the early 1980s Kaiser Aluminum investigated the use of titanium diboride as a wettable cathode material for Hall–Héroult cells [47]. Similar investigations by Reynolds Metals Co. continued until that company’s recent merger with Alcoa [107]. The Reynolds work, and earlier research and development by Martin Marietta Aluminum [108], involved TiB₂–C composites. Approaches to the
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**Fig. 31** Measurements of the rate of corrosion of a NiO–NiFe₂O₄–Cu cermet anode material as a function of alumina concentration in the electrolyte. From the work of Xiao et al. [102].
use of these cathode materials fall into two rough categories:

1. placing (e.g. by tiling or troweling) a layer of wettable material onto the surface of a conventional carbon cathode
2. using solid objects (e.g. mushroom shapes) placed into the bottom of cells.

Both approaches are suitable for retrofitting existing cells (the former with the incorporation of a sump or well into some part of the cell where the metal may accumulate) and both complement the use of inert anodes. However, the latter approach introduces the possibility of radically different designs for Hall–Héroult cells such as the vertical electrodes examined by Dorrward and Payne [47] or the bipolar design suggested by LaCamera [109]. Shekhar and Evans [44–46] have modeled some of these designs and provided estimates of potential energy savings resulting from their use.

4.2.7 Concluding Remarks

This article has described the Hall–Héroult cell that is the mainstay of the aluminum industry throughout the world. Emphasis has been on the electrochemistry and electrochemical engineering that govern cell performance. The cell operation, electrolyte chemistry, thermodynamics, and electrode kinetics have been reviewed. Some complexities, notably the “anode effect” and the environmentally important fluoride emissions and anode gas bubbles and their effect on cell voltage, flow, and CE, have been examined. The incorporation of these phenomena, along with current distribution, magnetic fields, electromagnetically driven flow, heat and mass transport, and cell instability into mathematical models was summarized. Mention was made of physical modeling of Hall–Héroult cells and of the possibility of radical improvement in cell performance resulting from new materials for inert anodes and wettable cathodes.
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5.1 Introduction

In this chapter, roughly one dozen quite different production processes will be summarized. For instance, the most important electrochemical process, the electrolysis of aqueous sodium chloride leading to chlorine, alkali, hydrogen, and chlorine oxygen compounds are incorporated (Sect. 5.2). Other processes are carried out in a small scale only, but have an unchallenged place in the technical chemistry, for instance, the generation of molecular fluorine (Sect. 5.3). Others are of limited importance nowadays, but may gain importance in the future, for example, the electrolysis of water (Sect. 5.4).

As will be seen, in most cases electrochemically produced inorganic species are the outcome of anodic oxidations. This is due to the fact that this process offers a very high oxidation power. So it is used in technical processes if chemical oxidants with enough power do not exist (as in the case of the preparation of molecular fluorine) or if the chemical oxidants are too expensive or too difficult to prepare.

The texts are arranged in the following manner: amounts and uses of products – electrochemical reactions – technical process(es). In the case of Sect. 5.2, there are additional subsections concerning, for instance, the treatment of educts and products, the comparison of different possible processes or electrode kinetics. In Sects 5.3–5.6, such information, if given, are incorporated into the main points. Section 5.7 gives only rough information on the subjects incorporated. A more detailed description would go beyond the scope of this encyclopaedia. So, a selection had to be made. This holds for the number of references, too. Please note that inorganic electrochemistry in general is dealt with in Volume 7 of this encyclopaedia.

5.2 Chlorine and Alkali from Sodium Chloride,
Chlorine from Hydrochloric Acid,
Chlorine–Oxygen Compounds [1–7]

5.2.1 Amounts and Uses of Products

In the year 2004, the global demand of chlorine was $48.4 \times 10^6$ metric tons, more than 95% thereof by the electrochemical means described as follows. The percentage of world chlorine consumption in 2004...
was as follows [8a]:

<table>
<thead>
<tr>
<th>Compound</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vinyl chloride</td>
<td>34%</td>
</tr>
<tr>
<td>Organics</td>
<td>20%</td>
</tr>
<tr>
<td>Chlorinated hydrocarbons</td>
<td>6%</td>
</tr>
<tr>
<td>Water treatment</td>
<td>6%</td>
</tr>
<tr>
<td>Pulp and paper bleaching</td>
<td>4%</td>
</tr>
<tr>
<td>Other (inorganic products etc.)</td>
<td>30%</td>
</tr>
</tbody>
</table>

Considering the alkali, the worldwide demand of NaOH, caustic soda, was about $46 \times 10^6$ tons per year in 2002, again more than 90% by electrochemical means. The use in 2002 was as follows [8b]:

<table>
<thead>
<tr>
<th>Product</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Production of organic chemicals</td>
<td>18%</td>
</tr>
<tr>
<td>Pulp and paper</td>
<td>18%</td>
</tr>
<tr>
<td>Inorganic chemicals</td>
<td>15%</td>
</tr>
<tr>
<td>Soap and detergents, textiles</td>
<td>12%</td>
</tr>
<tr>
<td>Alumina</td>
<td>8%</td>
</tr>
<tr>
<td>Water treatment</td>
<td>5%</td>
</tr>
<tr>
<td>Other</td>
<td>24%</td>
</tr>
</tbody>
</table>

The worldwide production of KOH, caustic potash, was $700–800 \times 10^3$ tons per year, almost exclusively by electrochemical means. Pure quality potassium hydroxide is used as a raw material for the chemical and pharmaceutical industry, in the dye synthesis, for photography as a developer alkali, as an electrolyte in galvanic elements/fuel cells and in the electrolysis of water (see Sect. 5.4). Technical quality KOH is used as a raw material in the detergent and soap industry, as a starting material for organic and inorganic potassium compounds, for the manufacturing of cosmetics, glass and textiles, and last but not least as a drying agent and CO$_2$-absorbent [9].

Chlorine–oxygen compounds discussed here are hypochlorite ClO$^-$, chlorite ClO$_2^-$, chlorate ClO$_3^-$, perchlorate ClO$_4^-$, and chlorine dioxide ClO$_2$. With the exception of chlorite, all chlorine–oxygen compounds mentioned can be obtained as a direct product of electrolysis, but electrolytic production is not dominating in all cases. There are chemical pathways, too, using molecular chlorine and caustic alkali as basic educts – which have been produced electrolytically before.

Chlorine–oxygen compounds are used – besides chlorine itself – predominantly for bleaching and disinfection purposes. With water they form solutions of hypochloric acid, these solutions showing oxidizing, chlorinating, or hydrochlorinating properties, depending on the pH-value established [10].

Since it became clear that the direct use of chlorine in the bleaching of pulp and paper leads to highly poisonous chlorinated organic species in the waste water, chlorine dioxide is used instead in the so-called ECF (Elemental Chlorine Free) process. The competing process is the TCF (Total Chlorine Free) process, which uses peroxides [11].

Chlorine dioxide is produced from sodium chlorate in situ, the latter becoming the most important technical chlorine–oxygen compound in this way (production in the year 2002: $2.8 \times 10^6$ tons). Ninety-five percent of the chlorate is used in the described way; another usage is, for instance, the production of herbicides.

Perchlorate as a strong oxidant is widely used. The usage in pyrotechnics is only one example.

5.2.2 Basic Electrochemical Reactions

If two electrodes are immersed into a sodium chloride brine and an electrolysis
is performed, a lot of electrode reactions are possible from the thermodynamical view. However, considering the activation overpotentials for different possible processes at different electrode materials, we obtain the following electrode reactions (for more information, see Sect. 5.2.3.6; this holds for the side reactions mentioned in the following text).

Using carbon or, better, a titanium surface activated with a mixture of titanium and ruthenium oxides as an anode material (the latter is the so-called dimensionally stable anode (DSA) [7, 12]), chlorine ions are discharged

$$2\text{NaCl} \longrightarrow \text{Cl}_2 + 2\text{Na}^+ + 2e^- \quad (1)$$

Using mercury as cathode material, we get sodium amalgam from Na$^+$

$$2\text{NaCl} + 2\text{xHg} + 2e^- \longrightarrow 2\text{NaHg}_x + 2\text{Cl}^- \quad (2)$$

Using iron as cathode material, hydrogen is split off from the water molecule

$$2\text{H}_2\text{O} + 2e^- \longrightarrow \text{H}_2 + 2\text{OH}^- \quad (3)$$

Considering reactions (1) and (2), chlorine and sodium amalgam are formed in the electrolysis cell. The amalgam can be extracted and undergoes a decomposition reaction in a separate reactor (decomposer, denuder). The electrocatalytic process is

$$2\text{NaHg}_x + 2\text{H}_2\text{O} \longrightarrow \text{2Na}^+ + 2\text{OH}^- + 2\text{xHg} + \text{H}_2 \quad (4)$$

So, the addition of Eqs. (1), (2), and (4) gives the overall reaction of the so-called amalgam process for the production of chlorine and alkali from sodium chloride

$$2\text{NaCl} + 2\text{H}_2\text{O} \longrightarrow \text{2NaOH} + \text{H}_2 + \text{Cl}_2 \quad (5)$$

As the products chlorine on the one hand and hydrogen and alkali on the other originate at different places, electrolysis cell and decomposer, there is no problem of separation.

Combining reaction (1) with (3) Eq. (5) is reproduced. But there are subsequent processes. First, the anodically generated chlorine will react quickly with hydroxide ions migrating from cathode to anode

$$3\text{Cl}_2 + 6\text{OH}^- \longrightarrow 3\text{ClO}^- + 3\text{Cl}^- + 3\text{H}_2\text{O} \quad (6)$$

The resulting hypochlorite then undergoes an anodic oxidation, forming chlorate

$$3\text{ClO}^- + \frac{3}{2}\text{H}_2\text{O} \longrightarrow \text{ClO}_3^- + 2\text{Cl}^- + 3\text{H}^+ + \frac{3}{4}\text{O}_2 + 3e^- \quad (7)$$

From chlorate, at the end, perchlorate can be produced anodically

$$\text{ClO}_3^- + \text{H}_2\text{O} \longrightarrow \text{ClO}_4^- + 2\text{H}^+ + 2e^- \quad (8)$$

(For reason of simplicity, we wrote H$^+$ instead of H$_3$O$^+$.)

So, the sodium hydroxide generated will be contaminated with chlorine–oxygen compounds, under rapid reduction of the current efficiency. The elemental chlorine bubbling from the anode will contain amounts of oxygen. Thus it is necessary to prevent OH$^-$-migration from the cathode to the anode in order to receive an economic technical process. This can be done by using divided cells, leading to the so-called diaphragm and membrane processes.

On the other hand, if reactions (1) and (3) are performed in undivided cells, chlorine–oxygen compounds are accessible (see Sect. 5.2.5).
5.2.3 Chlorine and Alkali from Sodium Chloride

5.2.3.1 Amalgam Process

Mercury flows down the inclined base of the electrolytic cell (Fig. 1A). The base of the cell is electrically connected to the negative pole of the DC-supply. On the top of the mercury and flowing co-currently with it is a concentrated brine with a sodium content of ca. 310 g L\(^{-1}\) at the inlet. The brine must be purified thoroughly (see Sect. 5.2.3.4). Anodes are placed in the brine so there is a small gap between the anodes and the flowing mercury cathode. The anodes used nowadays are predominately of the DSA-type. They are constructed in form of parallel blades or rods, arranged in flow direction. The distance between these elements is needed for quick gas release.

The concentration of the amalgam is maintained at 0.2–0.4 wt% sodium (see Sect. 5.2.3.6). The chlorine gas and the depleted brine (270 g L\(^{-1}\)) flow out of the cell. The amalgam leaves the cell through a weir and flows into the decomposer.

There are horizontal decomposers (Fig. 1B) alongside or beneath the cell, or more often, nowadays, vertical decomposers or denuders (Fig. 1C). As mentioned in Sect. 5.2.2 (and described in detail in Sect. 5.2.3.6) the decomposition reaction is electrocatalytic, the catalyst being activated graphite. In the case of horizontal variety the catalyst is arranged in form of blades, 4–6-mm thick, which are partly immersed in the amalgam flowing down under influence of gravity. Demineralized water is pumped uphill above the amalgam surface and then is in contact with the blades, too. So, reaction (4) can take place, forming pure caustic alkali solution of 50 wt%.

In case of vertical variety, there is a packing of activated graphite spheres or lumps of 8–25 mm in diameter. The amalgam is fed in via an overhead distributor and trickles down in droplets through the bed of graphite and the

![Diagram of a mercury cell with decomposers.](image)

**Fig. 1** Schematic view of a mercury cell with decomposers. (A) Mercury cell: (a) mercury inlet box; (b) anodes; (c) end box; (d) wash box. (B) Horizontal decomposer: (e) hydrogen gas cooler; (f) graphite blades; (g) mercury pump. (C) Vertical decomposer: (e) hydrogen gas cooler; (g) mercury pump; (h) mercury distributor; (i) packing pressing springs [3, p. 31].
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Water is pumped upwards counter to the amalgam. So, the electrocatalytic reaction (4) can take place again.

In both cases, the denuded mercury is pumped into the electrolysis cell again, as well as the brine, undergoing resaturation before.

A single amalgam cell is 0.8–2-m broad and has a length of 7–14 m. The total surface of the electrodes amounts to 30 m², the current density can be as high as 15 kA m⁻². This means 450 kA in total, corresponding to a production of 13 tons of chlorine per cell in a day.

The cell voltage under these conditions is ca. 4 V, the current efficiency 0.95. Up to 50 cells are connected in series. Horizontal decomposers usually have the same length as the cell, but are less broad. Vertical decomposers are packed 0.6–0.8-m high and have cross sections of 0.35 m² per 100 kA of cell current. The operating temperature is 75–90 °C for the electrolysis and 90–110 °C for the decomposition. Figure 2 shows a mercury cell with a vertical decomposer as an example.

Figures 3 and 4 show a mercury cell room from birds’ eye view and a corresponding cross section. The cell room is roughly 70 × 50 × 10 m in length, breadth, and height, respectively. The air must be changed 10–25 times per hour to remove the heat produced.

5.2.3.2 Diaphragm Process

The diaphragm cell uses a synthetic plastic or asbestos diaphragm surrounding the
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Fig. 3 Mercury cell room (bird’s-eye view, schematic). (a) Cell room; (b) transformer room; (c) rectifier room; (d) busbars; (e) turn around busbars; (f) service walkways; (g) ancillary equipment; (h) electrolysis cells; (i) vertical decomposers; (j) cell assembly and maintenance area [3, p. 43].

Fig. 4 Mercury cell room (cross section, schematic). (a) Basement floor; (b) floor drains; (c) cell supports with insulators; (d) supply pipes; (e) cells; (f) decomposers; (g) service walkways; (h) crane; (i) ridge ventilator; (j) ventilation air supply; (k) windows/lighting [3, p. 43].
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cathode compartment that serves to impede OH\(^{-}\)-transport (see Sect. 5.2.2). This is reenforced by a continuous flow of the NaCl electrolyte into this compartment, thus equalizing the effects of diffusion and migration of OH\(^{-}\)-ions into the anode compartment. Figure 5 shows a cut-away view of this arrangement.

The cathodes themselves are made, for instance, of steel mesh or woven steel and the anodes are DSA in form of expanded titanium meshes. The brine (310–320 g NaCl/L) enters the anode compartment and completely covers the anodes and the cathodes (called fingers or tubes). The chlorine leaves the cell through an outlet in the cell head. The anolyte flows through the diaphragm into the cathode compartment because of a difference established between the anolyte level and the catholyte level. The catholyte consists of a mixture of ca. 180–210 g NaCl/L and 120–140 g NaOH/L, it is called cell liquor. It leaves the cell via a level control pipe on the cathode. The hydrogen produced at the same time leaves the cell through an outlet assembly on the front side of the cathodes.

A single industrial monopolar cell has geometrical dimensions of \(2.5 \times 2.5 \times 2.5\) m\(^3\) or more. The specific load amounts to 1.5–2.5 kA m\(^{-2}\) or in total up to 150 kA, the chlorine output is about 4.5 tons per cell and day. The cell voltage is 3.0–3.5 V.

\[
\begin{align*}
2\text{NaCl} & \rightarrow \text{Cl}_2 + 2\text{Na}^+ + 2\text{e}^- \quad (1) \\
2\text{H}_2\text{O} + 2\text{e}^- & \rightarrow \text{H}_2 + 2\text{OH}^- \quad (3)
\end{align*}
\]

Fig. 5 Cutaway view of a diaphragm cell. (a) Anode; (b) base plate protector; (c) base plate; (d) current busbars; (e) cathode; (f) deposited diaphragm; (g) anolyte compartment; (h) catholyte compartment; (i) catholyte level; (j) hydrogen gas-room; (k) anolyte level; (l) cell head. Not included: outlet for cell liquor and hydrogen; compare text [3, p. 52].
The current efficiency reaches a value of 0.96, and the operating temperature is 90–100 °C.

Figure 6 presents a sketch of a modern monopolar diaphragm cell (there are bipolar arrangements as well).

Comparing the amalgam process and the diaphragm process beforehand, the diaphragm variety has the advantage of a lower electrolysis voltage. But the alkali product is a mixture of alkali NaOH and salt NaCl, which has to be separated (see Sect. 5.2.3.4), while the amalgam process generates pure alkali.

5.2.3.3 Membrane Process
The specific advantages of the diaphragm process (low cell voltage) and of the amalgam process (generation of pure alkali) can be combined, if in a diaphragm cell the diaphragm is replaced by an ion-exchange membrane, which is impermeable for...
Cl\(^-\) and OH\(^-\)-anions, but can be passed by Na\(^+\)-ions without hindrance. Figure 7 visualizes this principle, which is on the market since 1975.

The membrane is exposed to chlorine and brine on one side and strong caustic solution on the other side at temperatures of around 90\(\,^{\circ}\)C. Only ion-exchange membranes made of perfluoropolymer can withstand such severe conditions. The ion-exchange groups are sulfonate (SO\(_3\)^-) or carboxylate (CHCOO\(^-\)). Modern membranes of this kind consist of three layers, a carboxylic layer on the cathode side, a sulfonate layer on the anode side and a reinforcement layer of fabric in between. In addition, both sides are provided with a hydrophilic coating [3, p. 81; 15]. The thickness of the membrane is only one- to two-tenth of a millimeter. It must be mentioned that the hydrate water of the cations is taken along through the membrane.

Commercial membrane cells use iron or nickel (e.g. Raney-nickel) electrodes as cathodes and the anodes are from the dimensionally stable variety again. The current density goes up to 7 kA m\(^{-2}\), the cell voltage then being 3.2 V. This is less as it would be in case of diaphragm cells at the same load, due to lower ohmic losses – the electrodes can be placed within a minimal distance near the membrane (1–3 mm, finite gap principle) or on the membrane itself (zero gap principle, compare Sect. 5.2.3.7.1).

The current efficiency amounts to ca. 95% again. The reason for losses lies in the fact that the membranes are not completely impermeable for OH\(^-\)-ions, so that reactions (6) to (8) can take place to a certain amount. Caustic alkali is generated with ca. 33 wt%, in theory it would be free of chloride-ions, but in reality Cl\(^-\)-ions can penetrate the membranes, too, by a certain amount. So, the NaOH generated will contain up to 50 ppm Cl\(^-\).

Commercial amalgam cells are strictly monopolar, and diaphragm cells exist in monopolar and bipolar variety. This holds for membrane cells, and having presented a monopolar industrial diaphragm cell as
an example before, a bipolar membrane cell will be presented now.

One bipolar element is shown in Fig. 8 in form of a simplified cross section.

Figure 9 shows a complete cell.

Considering a membrane surface of 2.72 m\(^2\) for the single element and 160 elements forming the complete assembly, 81 tons of chlorine are produced a day at a current density of 5 kA m\(^{-2}\).

Important vendors of membrane cell technology are Asahi-Kasei, Chlorine Engineers, ELTECH, and INEOS and UhdeNora.

5.2.3.4 Treatment of Educts and Products

5.2.3.4.1 Brine  Starting point of the chlor-alkali process is usually solid NaCl in form of rock salt, solar salt or prepared from solution-mined brine. These materials of course contain impurities. In case of rock salt, the most important impurities are (in wt%) water (<3), insoluble components (<2), calcium (0.2–0.3), magnesium (0.03–0.1), sulfate (<0.8), and potassium (<0.04). But there are not only Ca\(^{2+}\), Mg\(^{2+}\), K\(^+\), and SO\(_4^{2-}\) ions in the brine prepared from the solid salt but also Ba\(^{2+}\) and Al\(^{3+}\) ions and certain amounts of heavy metal ions. And last but not the least impurities generated from the process itself (ClO\(^-\), ClO\(_3^-\)) or from materials of tanks, of pipe-work and of cell components have to be taken into consideration. And of course, the solving water can be a source of impurities, too [3, p. 84].

The contaminations are harmful for the three chlor-alkali processes in different ways (as will be discussed in the following). So, the brine has to be purified, usually through precipitation by addition of carbonate and hydroxide followed by filtration steps. A more modern possibility
is the direct use of nanofilters [17]. In any case, the incoming brine should be adjusted to a pH-value below 6 by adding HCl. This measure increases the life of the DSA-coating and neutralizes OH⁻-ions near the anode, thus suppressing reactions (6) to (8).

In case of mercury cells, especially heavy metal ions are precipitated galvanically at the mercury surface. In this case, parallel to the formation of sodium amalgam hydrogen gas will be evolved. The respective mechanism is discussed in detail in Sect. 5.2.3.6.1. So only traces of, for instance, vanadium, molybdenum, or cobalt are allowed in the brine (<0.01 ppm) [1].

In case of membrane cells, contaminants like Ca²⁺ (originating from the salt, maximum allowable concentration in the brine <20 ppb), Mg²⁺ (salt, <20 ppb), Sr²⁺ (salt, <4 ppb), Ba²⁺ (salt, <0.5 ppm), I⁻ (salt, <0.2 ppm), or Ni²⁺ (salt, tank material etc., <0.2 ppm) are examples for materials precipitating on or within the membrane, forming insoluble hydroxides, thus leading to premature damage of the membrane [3, p. 84]. To achieve these low concentrations, a secondary brine purification step by means of ion exchangers is necessary.

And last but not least it must be stated that in the case of the mercury and the membrane process the depleted brine leaving the cells must be dechlorinated before resaturation, for instance by spraying it into a vacuum of 50–60 kPa.
5.2.3.4.2 Chlorine  Chlorine gas produced in the various electrochemical processes is saturated with water vapor at high temperatures and may also contain brine mist and traces of chlorinated hydrocarbons (originating from piping and rubber-lined vessels), and is normally at atmospheric pressure. Before the chlorine can be used it must (in this order) be cooled, purified, dried, compressed, and if necessary liquefied.

The cooling can be performed indirectly in heat exchangers (made of titanium), or directly in packed towers, where the cooling medium water is sprayed into the top and flows counter-currently to the chlorine. The cooling of course must not go below ca. 10°C, otherwise solid chlorine hydrate will be formed, as water is still present. After cooling, water droplets and brine mist are removed by filtering elements using glass wool or porous quartz granules, alternatively electrostatic purification can take place. Organic impurities can be adsorbed by carbon filters.

The drying of the chlorine is carried out almost exclusively with sulfuric acid of 96–98 wt% in a multistage process (for instance packed towers, counter-current flow). After the drying, another demisting step, now from sulfuric acid, is necessary.

Compression is carried out with the usual mechanical means for this purpose. Care must be exercised to prevent the heat of compression from increasing the temperature enough to ignite materials in contact with the chlorine.

The quality of the compressed and dried chlorine gas from the electrolysis plant is sufficient for most applications, for example, the production of EDC for PVC. Liquefaction is necessary, if gaseous components like oxygen, carbon dioxide, nitrogen, or hydrogen have to be removed, or if chlorine is stored as a liquid. In the first case, the noncondensable gases are separated from the chlorine liquid and the latter is reevaporated. The liquefaction conditions can be selected within wide limits [3, p. 143].

Any hydrogen is concentrated within the tail gas of the liquefier and may reach the explosion limit of 4%. Therefore, the conversion of gas to liquid is limited to a yield of 90–95%. The chlorine of the tail gas is absorbed in a NaOH lye to form “bleach” or “hypo,” a sodium hypochlorite solution.

5.2.3.4.3 Caustic Alkali  Sodium hydroxide solution from the decomposer of the amalgam process usually has a concentration of 50% and a chloride content of only 5–50 mg kg\(^{-1}\). It is cooled down from 80–120°C to 40–60°C in steel pipes, Ni-, or Incolloy coolers. Any particles of graphite from the decomposer material or traces of mercury are removed by centrifuges, candle filters, or precoated leaf filters.

In the case of diaphragm cells, the cell liquor (10–12 wt% sodium hydroxide and 16–18 wt% unreacted sodium chloride) is concentrated in multieffect evaporators to 50% NaOH. The sodium chloride then is salted out and must be removed, only 1–1.5 wt% remain in the solution. Depending on customers’ requirements further purification steps will follow, for example, adsorption of salt, chlorate, and carbonate by liquid ammonia or removal of metal impurities by cathodic deposition [18].

Concerning the membrane process, the caustic soda solution has a concentration of up to 32 wt%. If 50 wt% are required, evaporation can be used. The typical concentration of NaCl is 20 ppm.

If solid caustic soda is needed, further evaporation at temperatures up to 400°C produces an anhydrous melt, from which
flakes, prills, moulded pieces, or cast blocks are formed.

5.2.3.5 Comparison of the Three Processes
This comparison starts by summing up the basic data for the three processes (Table 1).

As can be seen, the membrane process has the lowest energy costs. As the rest of the operating costs (expenses for salt, precipitants, repairs etc., costs for manpower) are roughly the same for all three processes, the membrane process has a clear advantage. This goes along with product qualities almost as good as in the case of the amalgam process and clearly better than in case of the diaphragm process (Table 2).

So, the relatively new (1975) membrane process is favored in case new plants are built. Nevertheless, most chlorine nowadays is produced now as before by the classic amalgam and diaphragm processes. But the membrane process comes up: in 1995, 52% of the total world chlorine market (41 × 10^6 t/a) depended on the diaphragm process, 22% on mercury cells and 21% on membrane cells, 5% others [1, p. 248]. In 2001, these data had changed to: chlorine capacity 53.5 × 10^6 t/a, diaphragm process 42%, amalgam process 19%, membrane process 36%, 3% others. Considering the year 2005, the share of the membrane process is estimated to be 45% [19].

Newly built membrane cell plants will cost ca. 300 000 $ per metric ton per day chlorine capacity (green-field basis). A comparison with the investment costs for the other two varieties does not make sense at the moment, because since 1991 only a few diaphragm cell plants and no mercury cell plants were built [3, p. 123].

Table 3 summarizes the advantages and disadvantages of the three chlor-alkali processes.

The last point in this comparison will be the remarks “use of mercury, costly

<table>
<thead>
<tr>
<th>Tab. 1 Basic data for chlorine production</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mercury process</strong></td>
</tr>
<tr>
<td>Decomposition voltage [V]</td>
</tr>
<tr>
<td>Theoretic specific energy usage [kWh/t]^a</td>
</tr>
<tr>
<td>Cell voltage [V]</td>
</tr>
<tr>
<td>Current density [kA m^{-2}]</td>
</tr>
<tr>
<td>Electricity for electrolysis [kWh/tCl_2]</td>
</tr>
<tr>
<td>Steam equivalent [kWh/tCl_2, 1t of steam equivalents to 400 kWh]</td>
</tr>
<tr>
<td>Total energy needed [kWh/tCl_2]</td>
</tr>
<tr>
<td>Relative energy costs [%]</td>
</tr>
</tbody>
</table>

^a By-product 1.13 tons of caustic soda (50%).
^b Chlor-alkali plants in Western Europe pay depending on their capacity 5–10 Eurocents per kWh. This corresponds roughly to 20 Euros per 100 kg of elemental chlorine.
Tab. 2  Product qualities: typical compositions of chlorine, caustic, and hydrogen [3, p. 118]

<table>
<thead>
<tr>
<th>Product and contents</th>
<th>Process</th>
<th>Diaphragm</th>
<th>Mercury</th>
<th>Membrane</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unpurified</td>
<td>Purified</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chlorine gas (from cells) [vol%]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl₂</td>
<td>96.5−98</td>
<td>98−99</td>
<td>97−99.5</td>
<td></td>
</tr>
<tr>
<td>O₂</td>
<td>0.5−2.0</td>
<td>0.1−0.3</td>
<td>0.5−2.0</td>
<td></td>
</tr>
<tr>
<td>CO₂</td>
<td>0.1−0.3</td>
<td>0.2−0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H₂</td>
<td>0.1−0.5</td>
<td>0.1−0.5</td>
<td>0.03−0.3</td>
<td></td>
</tr>
<tr>
<td>N₂</td>
<td>1.0−3.0</td>
<td>0.2−0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NaOH solution [wt%]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NaOH</td>
<td>50.0</td>
<td>50.0</td>
<td>50.0</td>
<td>50.0</td>
</tr>
<tr>
<td>NaCl</td>
<td>1.0</td>
<td>0.025</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>Na₂CO₃</td>
<td>0.1</td>
<td>0.1</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>Na₂SO₄</td>
<td>0.01</td>
<td>0.01</td>
<td>0.0005</td>
<td>0.0001</td>
</tr>
<tr>
<td>NaClO₃</td>
<td>0.1</td>
<td>0.001</td>
<td>0.0005</td>
<td>0.0001</td>
</tr>
<tr>
<td>SiO₂</td>
<td>0.02</td>
<td>0.02</td>
<td>&lt;0.001</td>
<td>0.002</td>
</tr>
<tr>
<td>CaO</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.0001</td>
</tr>
<tr>
<td>MgO</td>
<td>0.0015</td>
<td>0.0015</td>
<td>0.0002</td>
<td>0.0001</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0001</td>
</tr>
<tr>
<td>Fe</td>
<td>0.0007</td>
<td>0.0007</td>
<td>0.0005</td>
<td>0.0004</td>
</tr>
<tr>
<td>Cu</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.00001</td>
<td>0.0001</td>
</tr>
<tr>
<td>Hg</td>
<td>None⁻³⁻⁶%</td>
<td>None⁻³⁻⁶%</td>
<td>0.00001</td>
<td>None⁻³⁻⁶%</td>
</tr>
<tr>
<td>NH₃</td>
<td>0.001</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Hydrogen gas [vol%]

|                      |         |           |         |          |
| H₂                   | >99.9   | >99.9ᵇ    | >99.9   |          |

ᵃ<10⁻⁶%.
ᵇ Hydrogen gas from the mercury process contains mercury: 1−10 mg m⁻³, depending on the purification process. The hydrogen gas from the other two processes is free of mercury.

Environmental protection” in Table 3, in the public considered as a major drawback. For a better understanding: the mercury in the electrolytic cell circulates in a closed system. All materials that come into contact with the mercury – equipment, products, auxiliary chemicals, wash water, waste gases, other waste material – may become contaminated with mercury and therefore are treated before release to the environment or are safely deposited. For the exact measurement of trace amounts and for the control of the effectiveness of the measures to reduce the emissions, analytical methods have been developed with sensitivities in the microgram region (see this encyclopaedia, Vol. 3). Concerning the products, the decontamination from mercury has been described in Sect. 5.2.3.4.2 and 5.2.3.4.3, with exception of the hydrogen gas generated from amalgam in the decomposer. This of course has to be decontaminated, too, especially if it is used for heating or is vented to the atmosphere. This is done firstly by cooling down the gas (2−3°C) because the mercury content in hydrogen strongly depends on temperature (2404 mg m⁻³ at 100°C, 2.3 mg m⁻³ at 0°C, standard pressure).
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Tab. 3 Advantages and disadvantages of the three chlor-alkali processes [3, p. 117]

<table>
<thead>
<tr>
<th>Process</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diaphragm</td>
<td>Use of well brine, low electrical energy consumption</td>
<td>Use of asbestos, high steam consumption for caustic concentration in expensive multistage evaporators, low purity caustic, low chlorine quality, cell sensitivity to pressure variations</td>
</tr>
<tr>
<td>Mercury</td>
<td>50% caustic direct from cell, high-purity chlorine and hydrogen, simple brine purification</td>
<td>Use of mercury, use of solid salt, expensive cell operation, costly environmental protection, large floor space</td>
</tr>
<tr>
<td>Membrane</td>
<td>Low total energy consumption, low capital investment, inexpensive cell operation, high-purity caustic, insensitivity to cell load variations and shutdowns, further improvements expected</td>
<td>Use of solid salt, high purity brine, high oxygen content in chlorine, high cost of membranes</td>
</tr>
</tbody>
</table>

Further, decontamination to mercury concentrations of 0.03–0.002 mg m$^{-3}$ is possible by further cooling, by compression, by adding chlorine (formation of solid Hg$_2$Cl$_2$), by adsorption on activated carbon and by other means [3, p. 45].

The cleaning of the wastewater includes chemical removal of mercury by reducing any compounds to the metal for instance with hydrazine and subsequent filtering. Other cleaning processes, for instance using oxidation processes or ion exchange processes, are common, too.

The purification of the cell room ventilation air would require the removal of very low mercury concentrations from very large volumes of air. This would not be effective. Therefore, this concentration is kept very low by means of “good housekeeping” [20].

Figure 10 shows the mercury emissions from Western European chlor-alkali industry over the years from 1978 to 1996 in mg Hg/t Cl$_2$. With a level of less than 2 gHg/t Cl$_2$, the contribution of the chlor-alkali industry to the total natural and anthropogenic mercury emissions is less than 0.1%. Indeed, it may happen that a mercury plant taking the water feed from a river works as a sewage plant.

The membrane process is favored when new plants are built. But amalgam plants have economic cycle lives of 40–60 years. So, some amalgam plants will survive 20 or more future years, especially those, which produce special chemicals such as KOH, alcoholates, dithionites, and others (see Sect. 5.2.3.7.3).

In case of the diaphragm process, there are research activities now as before, for instance replacing the asbestos [22], lowering the cell voltage, using more active electrodes, and so on [23]. And there exists the possibility of a so-called retrofitting, that is, replacing the diaphragms of existing cells by membranes.

5.2.3.6 Electrode Kinetics

Introducing the electrochemical reactions taking place during chlor-alkali electrolysis in Sect. 5.2.2, it was noted that some more detailed information would follow. For better understanding, it is necessary
that the reader has knowledge in the fields of concentration- (exactly activity-) dependence of reversible electrode potentials, of current-potential relationships under different conditions, of electrocatalysis, of activation overvoltages and of mixed potentials/mixed electrodes. This knowledge can be found in the first two volumes of this encyclopaedia, or in any textbook of electrochemistry, especially in [24].

The basic kinetics of the amalgam, the diaphragm, and the membrane cells are discussed according to Fig. 11, containing reversible electrode potentials and current-potential relationships.

5.2.3.6.1 Amalgam Cell  Starting with the chlorine electrode, the reversible standard potential is $+1.37 \text{ V}$ (all potentials are given versus NHE), due to the sodium concentration of 6 mol L$^{-1}$ we have to note $+1.33 \text{ V}$. The current-overpotential curve represents an unhindered process occurring at the activated titanium material used. But we have to take into account that the reversible potential for oxygen evolution from neutral solution amounts to only $+0.82 \text{ V}$, that is, from the thermodynamical point of view oxygen should be developed preferably. But oxygen evolution at the DSA-material is strongly hindered, the current-overpotential relationship being flat and showing an activation overpotential of more than 0.5 V. Thus in contradiction to the thermodynamical view, chlorine evolution is favored and even at current densities of 10 kA m$^{-2}$ oxygen will contaminate chlorine only to a small extent ($<2\%$).

The reversible potential of the sodium amalgam electrode, considering an amalgam concentration of 0.2 wt% sodium and the already mentioned sodium concentration, amounts to $-1.78 \text{ V}$ (the difference to the Na/Na$^+$-standard potential $-2.71 \text{ V}$ is due to the fact that in the case of amalgam the discharged sodium ions must not be incorporated into a metallic structure).
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\[ 2NaCl \rightarrow Cl_2 + 2Na^+ + 2e^- \quad (1) \]

\[ 2NaCl + 2xHg + 2e^- \rightarrow 2NaHgx + 2Cl^- \quad (2) \]

\[ 2H_2O + 2e^- \rightarrow H_2 + 2OH^- \quad (3) \]

\[ 1/2 O_2 + H_2O + 2e^- \rightarrow 2OH^- \quad (10) \]

The current-potential relationship again represents an unhindered process.

This time we have to take into account that the reversible potential for hydrogen evolution from neutral solution is far less negative (−0.4 V). But the hydrogen activation overvoltage at mercury amounts to a respectable 1.3 V. So, hydrogen evolution will start at the mercury surface at −1.7 V, that is, positive to the formation of amalgam. But according to reaction (3) then the surroundings of the surface will become alkaline and the reversible hydrogen potential is shifted to more negative values and the hydrogen evolution is drawn back. Under working conditions we have pH-values around 11 near the cathode. The reversible hydrogen potential then is −0.64 V, adding the activation overpotential of +1.3 V, so we have a beginning hydrogen evolution at −1.94 V. Again, at 10 kA m⁻², the contamination of the chlorine with hydrogen is tolerable.

From the reversible potentials given for the two electrodes (+1.33 resp. −1.78 V) we deduce that there is a reversible
decomposition voltage for the amalgam process of 3.11 V. The total overpotentials at the anode at 10 kA m$^{-2}$ being 0.25 V, at the cathode 0.30 V, the electrolysis is running at ca. 3.65 V without considering ohmic losses in the electrolyte and in the electrodes, which are adding roughly an additional 0.5 V.

Coming back to the activation overpotential for hydrogen evolution: It is quite clear that if it is diminished, an explosive chlorine/hydrogen mixture will be produced. This will be the case immediately, if ions of heavy metals or other metals are precipitated at the mercury surface. So the brine must be thoroughly purified, as described in Sect. 5.2.3.4.1. This holds especially if potassium- or lithium-brine is used as a feed, because the reversible potentials of these species are more negative.

The hydrogen overpotential is diminished also, if the amalgam concentration goes up. As the reversible potential of the amalgam electrode in addition then is shifted to the negative, amalgam concentrations exceeding 0.45% become dangerous, and exceeding 0.7% the amalgam becomes highly viscous.

5.2.3.6.2 Amalgam Decomposition Reaction (4), representing the production of alkali and hydrogen from amalgam and water in the decomposer, corresponds to the overall reaction of a mixed electrode.

The anode reaction reads

$$2\text{NaHg}_x \rightarrow 2\text{Na}^+ + 2x\text{Hg} + 2e^- \quad (9)$$

This reaction is unhindered. The cathode reaction reads

$$2\text{H}_2\text{O} + 2e^- \rightarrow \text{H}_2 + 2\text{OH}^- \quad (3)$$

This reaction is extremely hindered at mercury, so the amalgam is stable in aqueous solution. It is less hindered at materials like graphite, especially if activated with oxides of iron, nickel, or cobalt or by carbides of molybdenum or tungsten (the difference in the exchange current densities at mercury and at activated graphite amounts to nine orders of magnitude; the corresponding difference to reaction (9) then remains to be three orders of magnitude). So bringing the amalgam in contact with activated graphite, the decomposition starts immediately [3, p. 35].

The situation concerning the mixed electrode is given in Fig. 12. The reversible potential of the hydrogen electrode now is $-0.8$ V, corresponding to the strong alkaline situation. Figure 13 shows the situation at the phase boundary. Please note that the situation can also be interpreted as a short-circuited galvanic element of an open circuit voltage of one volt.

![Fig. 12](image_url) The sodium/hydrogen mixed electrode.
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5.2.3.6.3 Diaphragm and Membrane Cell

Looking at the diaphragm and membrane processes (combination of Eq. (1) and (3)), the discussion concerning the chlorine anode is reproduced. At the cathode, the situation is as follows:

The reversible hydrogen potential is around $-0.8$ V, as the electrode works under strongly alkaline conditions. So, the reversible decomposition voltage amounts to about 2.15 V.

In case of overpotentials, we have to distinguish between the diaphragm and the membrane process, as there are different working current densities. In case of the diaphragm process ($\leq 2.5$ kA m$^{-2}$), they amount to 0.15 V at the anode and 0.30 V at the cathode, giving 2.6 V in total (see Fig. 11). Adding the ohmic losses, the electrolysis voltage is 3.5 V (see Sect. 5.2.3.2). In case of the membrane process, due to the better conductivity of the membrane compared to the diaphragm and to the effect of activated nickel (see Sect. 5.2.3.3) the current densities increase to a value of 5–7 kA m$^{-2}$. The total overpotentials then are 0.20 resp. 0.15 V, which add to 2.4 V, and the total electrolysis voltage amounts to 3.0–3.2 V.

5.2.3.7 Closing Remarks

5.2.3.7.1 Finite Gap and Zero Gap Principle

If there is a gap situated between electrode and membrane (or in other cases diaphragm), this is called finite gap principle. A minimum gap of roughly 1 mm is needed to ensure sufficient mass transport. Some tenth of a volt in cell voltage can be saved, if the zero gap principle is applied to chlor-alkali membrane cells. According to this principle, electrodes, which can be transmitted by the feed, are arranged directly on the surface of the membrane on both sides with adjacent transport and contact elements. This principle is used
in modern hydrochloric acid electrolysis, modern water electrolysis and in fuel cell technology, too (for more information see Sect. 5.2.4).

5.2.3.7.2 Oxygen Depolarized Cathode (ODC) [25] Roughly, one volt in cell voltage can be saved, if the hydrogen-evolving cathode (reversible potential in alkaline solution $-0.8$ V) is replaced by an oxygen reduction cathode (oxygen depolarized cathode, reversible potential in alkaline solution $+0.4$ V). This makes a reversible difference to the chlorine evolution (+1.33 V) of only 0.93 V. For the electrochemical reduction of oxygen we have

$$\frac{1}{2}O_2 + H_2O + 2e^- \rightarrow 2OH^- \quad (10)$$

Equation (10) delivers in combination with Eq. (1)

$$2NaCl + \frac{1}{2}O_2 + H_2O \rightarrow 2NaOH + Cl_2 \quad (11)$$

The lack of hydrogen formation in this process is of no importance.

The process (11) can be carried out at high current densities with the help of gas diffusion electrodes (see Chapter 8). Fig. 14 shows a schematic representation. From the current density–potential relationship of reaction (10) at an ODC, given in Fig. 11, an operating voltage around 1.6 V can be deduced (Please remember that ohmic losses are not included).

As can be seen, the caustic alkali is formed in the cathode compartment again. If air is used instead of oxygen, carbon dioxide must be removed thoroughly (see Chapter 8 of this volume).

Cells under development use setups according to the finite gap technology. Assuming a vertical ODC with the catholyte solution at the one and the gas on the other side, the hydrostatic pressure of the liquid is increasing from the top to bottom,

Fig. 14 Schematic representation of the chlor-alkali electrolysis using an oxygen depolarized cathode.
while the pressure in the gas room does not depend on any coordinates. Fig. 15 demonstrates the situation considering atmospheric pressure at the top.

So, the liquid will penetrate the ODC at the bottom of the assembly, if a certain height is exceeded, depending on the permeability of the ODC. If the gas pressure on the contrary would be adjusted to the hydrostatic pressure at the bottom, then the gas would penetrate the ODC at the top and escape into the electrolytic room. In conclusion, the height of a corresponding cell is limited.

There are two developments to solve this problem, the so-called falling film principle and the gas pocket solution.

In case of the falling film principle (initiated by the Hoechst AG and continued by the UhdeNora) the central idea is to decrease the hydrostatic pressure by establishing a falling film of caustic within the gap between membrane and electrode. For satisfying results, there has to be a layer of hydrophilic material within the gap [26].

The gas pocket solution was introduced by the Bayer group. The pockets mentioned are horizontal compartments of limited height. The oxygen is fed into the lowest pocket under a pressure that equals the hydraulic pressure at the bottom. The gas then passes into the pocket above, where there is a diminished pressure, and so on (Fig. 16).

If the height of the pocket is chosen, convenient (no penetration of liquid at the bottom and no trespassing of gas in the upper region) assemblies of unlimited heights become possible [27].

Please note that the gas pockets in reality have a depth of only some millimeters. The correct gas pressure in the consecutive pockets is ensured hydraulically without using mechanical parts [7, 14p. 445; 28].
Following the gas pocket solution, test electrolyzers of industrial size (e.g. 2.5 m² cross section) were equipped with ODC’s and run successfully over a longer period. Current densities up to 6 kA m⁻² are accessible, going along with cell voltages of only 2.0–2.2 V.

The catalysts used in the gas diffusion electrodes for oxygen reduction are from the Pt-group, including this metal itself or rhodium compounds. They are for instance incorporated into graphitized carbon or acetylene black. Binding material is a perfluorinated copolymer (Nafion). The conducting material necessary in the gas diffusion setup is represented by steel or nickel mesh, in some cases silver-plated for better withstanding the 32 wt% caustic alkali.

5.2.3.7.3 Production of Alcohohates, Polyolates, and Other Chemicals from Alkali Amalgam

If the decomposer of an amalgam cell is fed with methanol instead of water, Eq. (3) will be replaced as follows

\[
2\text{CH}_3\text{OH} + 2\text{e}^- \rightarrow \text{H}_2 + 2\text{CH}_3\text{O}^- \tag{12}
\]

(compare Fig. 12). In combination with Eq. (9) then we have instead of Eq. (4)

\[
2\text{NaHg}_x + 2\text{CH}_3\text{OH} \rightarrow 2\text{CH}_3\text{ONa} + \text{H}_2 + 2x\text{Hg} \tag{13}
\]

So, sodium methanolate is produced instead of sodium hydroxide. Potassium methanolate can be produced in this way, too.

In order to obtain a reaction rate sufficient for a technical process, the material inside the decomposer should be activated with molybdenum or tungsten carbide instead of simple iron oxide. In this case, the reaction rate using ethanol or propanol to form the corresponding alcohohates is sufficient, too. Higher alcohohates can only be produced in this way with help of a microheterogeneous electrocatalysis and/or the help of ultrasonic energy [29–31].

Nevertheless, even polyalcoholates are obtained following the reaction scheme above, if sugars protected at their anomeric center solved in aprotic media are fed into the decomposer [32].

Other products of an alkali amalgam decomposition process are sodium sulfide from polysulfide solutions, sodium dithionide from hydrogen sulfide, hydrazobenzene or aniline from nitrobenzene, and adiponitrile from acrylonitrile. Last but not least alkali metals can be prepared directly from the amalgam [33].
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5.2.4 Chlorine from Hydrochloric Acid

The preparation of organic chloro-compounds usually involves chlorination according to $\text{RH} + \text{Cl}_2 \rightarrow \text{RCl} + \text{HCl}$. Then half of the chlorine necessary for the reaction ends up as either HCl gas or aqueous hydrochloric acid. One possibility for the recycling of HCl is the hydrochloric acid electrolysis to give Cl$_2$ and H$_2$ again.

$$\text{Anode : } 2\text{Cl}^- \rightarrow \text{Cl}_2 + 2e^- \quad (14)$$

$$\text{Cathode : } 2\text{H}^+ + 2e^- \rightarrow \text{H}_2 \quad (15)$$

$$2\text{HCl} \rightarrow \text{Cl}_2 + \text{H}_2 \quad (16)$$

5 × 10$^6$ tons of chlorine are produced in this way per year, which amounts to 10% of the chlorine produced by the chlor-alkali process.

Conventional hydrochloric acid electrolyzers consist of 30–36 individual cells connected in series (bipolar arrangement). The cells are formed from vertical electrode plates manufactured from graphite, between which there are diaphragms (for instance made from PVC fabric, distance to the plates ca. 6 mm). The feed with hydrochloric acid (22 wt%, identical for anode and cathode compartment) and the removal of the gases produced take place according to the filter press principle (see Chapter 2). Chlorine leaves the cell with the anolyte, hydrogen with the catholyte.

The reversible potential of the hydrogen evolution is around 0 V (remember: all potential values are given in V vs. NHE in this chapter and now we have acidic conditions). For the chlorine electrode it is ca. 1.33 V again, so we have a theoretical cell voltage of 1.33 V, the operating value being around 1.9 V at 4.8 kA m$^{-2}$. The theoretical specific energy usage per tonne of chlorine then amounts to 1005 kWh, and to 1450 kWh in reality.

The last value can be lowered to 1300 kWh t$^{-1}$, if the diaphragms are replaced by cation exchange membranes of the sulfonate type pretreated to conduct hydronium ions [3, p. 133].

Oxygen depolarized cathodes can be used in hydrochloric acid electrolysis, too.

$$\text{Anode : } 2\text{HCl} \rightarrow \text{Cl}_2 + 2\text{H}^+ + 2e^- \quad (17)$$

$$\text{Cathode : } \frac{1}{2}\text{O}_2 + 2\text{H}^+ + 2e^- \rightarrow \text{H}_2\text{O} \quad (18)$$

$$2\text{HCl} + \frac{1}{2}\text{O}_2 \rightarrow \text{Cl}_2 + \text{H}_2\text{O} \quad (19)$$

Reaction (18) represents the oxygen reduction process in acidic solution, the reversible potential then being +1.23 V. This leads to a reversible cell voltage of 0.2 V. The theoretical energy usage per tonne of chlorine in this way is unbeatable 160 kWh.

The ODC in this case may form together with the membrane an unit, that is, the porous electrode is (including the current distributor) directly attached to the membrane surface. The electrocatalyst needed for oxygen reduction in this case is located at the membrane/electrode boundary. Concerning the anode, the finite gap principle may be used. Figure 17 gives a scheme of the principle.

The setup becomes possible because the cathodic reaction product (water) can easily be drained through the porous ODC without affecting the water content of the membrane. And there is no pressure compensation needed due to the fact that the ODC is not affected directly by the hydrostatic pressure.

Producing chlorine from hydrochloric acid using ODCs in the described
way – and using rhodium compounds as electrocatalyst – has been pushed by the Bayer Group. The success could be proven up to full size (2.5 m²) cell elements. A 20,000 tons per year plant was started in 2003. Real cell voltages of 1.1 V at 2 kA m⁻² and of 1.35 V at 4 kA m⁻² are reported. So chlorine from hydrochloric acid can be produced with an energy usage of only 870–1070 kWh t⁻¹ [7, 14, p. 447; 34].

Another development, but not yet being introduced into practice, is the electrolysis of anhydrous hydrochloric acid [3, p.135]. Again, a cation exchange membrane is used to transfer protons from the anode to the cathode side. The development aims at the production of dry chlorine directly – in all other cases of hydrochloric acid there are water contents, which have to be removed (see Sect. 5.2.3.4.2).

The subject of Sect. 5.2.1 to 5.2.4 was the electrochemical production of chlorine and of caustic alkali. It shall be noted in addition, that chlorine is obtained as a by product if metal chlorides like NaCl, MgCl₂, or others are electrolyzed in their molten form to produce the metals (see Chapter 4). From aqueous NaCl, caustic alkali and hydrochloric acid can be produced without generation of chlorine, using an electrodialytic separation process [35].

5.2.5 Chlorine–Oxygen Compounds [1, 4, 9, 10]

The basic electrochemical reactions ruling the generation of chlorine, caustic alkali, and chlorine–oxygen compounds were introduced in Sect. 5.2.2. For better reading they shall be repeated here

\[
\begin{align*}
6\text{NaCl} & \rightarrow 3\text{Cl}_2 + 6\text{Na}^+ + 6e^- \quad (1) \\
2\text{H}_2\text{O} + 2e^- & \rightarrow \text{H}_2 + 2\text{OH}^- \quad (3) \\
3\text{Cl}_2 + 6\text{OH}^- & \rightarrow 3\text{ClO}^- + 3\text{Cl}^- + 3\text{H}_2\text{O} \quad (6) \\
3\text{ClO}^- + \frac{3}{2}\text{H}_2\text{O} & \rightarrow \text{ClO}_3^- + 2\text{Cl}^- + 3\text{H}^+ + \frac{3}{4}\text{O}_2 + 3e^- \quad (7) \\
\text{ClO}_3^- + \text{H}_2\text{O} & \rightarrow \text{ClO}_4^- + 2\text{H}^+ + 2e^- \quad (8)
\end{align*}
\]

The following text concentrates on Eqs. (6) to (8) and a few more electrochemical and chemical processes. Concerning
the spacious variations of using the chlorine oxygen compounds for bleaching, disinfection or water treatment, information on these items is only given in those few cases, where it is needed for better understanding.

In case of electrolytic production of chlorine oxygen compounds, questions like purification of brine and of products arise, too. These questions are solved in analogy to the means described in Sect. 5.2.3.4 and shall not be repeated here.

5.2.5.1 Hypochlorite

According to Eqs. (1), (3), and (6), hypochlorite will be formed in undivided electrolysis cells fed with sodium chloride. Combining the equations mentioned, we find as overall reaction

\[3 \text{NaCl} + 3 \text{H}_2\text{O} \rightarrow 3 \text{H}_2 + 3 \text{NaClO}\]

(20)

Anode and cathode materials are equivalent to those used in the diaphragm process. The pH-value of the cell liquor is adjusted from 10 to 12. Low temperatures near ambient values suppress the disturbing reaction (7).

At the cathode of a hypochlorite cell this species can be reduced to chloride

\[\text{ClO}^- + \text{H}_2\text{O} + 2e^- \rightarrow \text{Cl}^- + 2\text{OH}^-\]

(21)

So usually only diluted aqueous ClO\(^-\) is produced in the described way (10 g L\(^-1\) of NaClO). The process can be carried out even with simple seawater. This possibility for instance is used in case of disinfection of the cooling water needed in coastal power plants. In a by-pass a small electrolysis cell is installed. The cell then may be constructed as a tube containing the electrodes.

If higher concentrations are needed, chlorine and caustic alkali produced for instance in membrane cells are reacted outside the cell to form the so called “bleach” or “hypo,” sodium hypochlorite, according to Eq. (6).

Commercial sodium hypochlorite solutions contain usually 170–220 g L\(^-1\) (14–15 wt%) “available chlorine,” and it can be transported in vessels made of PVC, PE, or PP. Of course, chlorine and caustic alkali can be transported instead to the consumer and made to react there. But handling chlorine or bleach is dangerous. For this reason it is becoming usual to prepare the bleach at the place of use from brine directly. Especially, if small quantities and/or diluted preparations are necessary, this way is favored.

5.2.5.2 Chlorite

Chlorites are performed chemically from chlorine dioxide, caustic alkali, and hydrogen peroxide

\[\text{ClO}_2 + 2\text{NaOH} + \text{H}_2\text{O}_2 \rightarrow 2\text{NaClO}_2 + \text{O}_2 + \text{H}_2\text{O}\]

(22)

\[\text{ClO}_2\] is made from NaClO\(_3\) and HCl (see Sect. 5.2.5.5). NaClO\(_3\) is prepared electrochemically from NaCl (Sect. 5.2.5.3). H\(_2\)O\(_2\) can be prepared electrochemically, too (Sect. 5.6). It is needed in reaction (22) as a mild reducing agent for hindrance of disproportionation of the ClO\(_2\) to give chloride and chlorate.

So, we have, summing up the processes, the sequence NaCl → NaClO\(_3\) → ClO\(_2\) → NaClO\(_2\).

This is somewhat complicated and expensive. Nevertheless, the usage of chlorite in the bleaching of textiles and the treatment of water and of wastewater is increasing due to certain advantages (e.g. fiber-protecting mild oxidant, safer handling of the chemicals, no decomposition
During storage, suppressed formation of tri-halomethanes).

5.2.5.3 Chlorate

On the basis of reactions (1), (6), and (7) we can see that chlorate can be produced in an undivided cell in a consecutive process consisting of an electrochemical, a chemical, and another electrochemical process, needing nine electrons to generate a chlorate anion. But there is a better pathway, using the hydrolysis of elemental chlorine in water, depending on the pH-value.

\[
\text{Cl}_2 + \text{H}_2\text{O} \rightarrow \text{HOCl} + \text{H}^+ + \text{Cl}^- \quad (23)
\]

The acid formed undergoes dissociation

\[
\text{HOCl} \rightarrow \text{ClO}^- + \text{H}^+ \quad (24)
\]

and \(\text{ClO}_3^-\) is formed according to

\[
2\text{HOCl} + \text{ClO}^- \rightarrow \text{ClO}_3^- + 2\text{Cl}^- + 2\text{H}^+ \quad (25)
\]

Summing up reactions (1), (3) and – under adjustment of the stoichiometric factors – reactions (23) to (25) we get for the overall reaction

\[
\text{NaCl} + 3\text{H}_2\text{O} \rightarrow \text{NaClO}_3 + 3\text{H}_2 \quad (26)
\]

Now there is only one electrochemical step included (Eq. (1)) and instead of nine electrons only six are needed for the generation of a chlorate anion. The lack of oxygen generated in the process is of no importance.

So considering a technical process it is favorable for electric energy usage to suppress the electrochemical oxidation of the \(\text{ClO}^-\) (reaction (7)) and to enhance the reactions (23) to (25), that is, the chemical reaction sequence.

First, the hydrolysis reaction must be supported by adjusting the pH-value from 6 to 7. The ratio between the homogeneous chemical reaction sequence forming the \(\text{ClO}^-\) and the heterogeneous electrochemical reaction sequence forming \(\text{ClO}^-\) is enhanced by providing sufficient reaction volume compared with the electrode surface. This can be done by arranging the undivided electrode system within a flow system, which carries the resulting liquor into a reaction room. There is a second advantage: the \(\text{ClO}^-\) generated is transported away quickly from the oxidizing anode.

The said ratio is enhanced, too, by using higher temperatures, for instance, near the boiling point. The reason is that chemical reactions usually are much more accelerated by temperature compared with electrochemical reactions (the activation energy of an electrochemical reaction is lowered by the overpotential applied, thus lowering the temperature dependence of the rate constant [24, p. 166]). In the case of a flow system, that is, different locations for the electrolytic process and the chemical sequence, the first location is cooled by cooling the inlet brine, while the higher temperature needed for a quicker chemical reaction is produced by the ohmic losses within the cells and the heat of the reactions.

Further improvements are given by a high concentration of \(\text{NaCl}\) (possible reason: displacement of water molecules needed for reaction (7) from the anodic reaction site).

Of course, losses in current efficiency can originate from the cathodic reduction of \(\text{ClO}^-\) (see Sect. 5.2.5.1) and of \(\text{ClO}_3^-\) already generated in the electrode compartment

\[
\text{ClO}_3^- + 3\text{H}_2\text{O} + 6\text{e}^- \rightarrow \text{Cl}^- + 6\text{OH}^- \quad (27)
\]

Both reduction processes are inhibited by addition of chromate (3–6 g L\(^{-1}\) sodium chromate) to the cell liquor.
Cooled and saturated brine is fed into the electrode compartments, where electrolysis takes place between steel cathodes and DSAs separated by a 3–5-mm cleft at current densities of 5 kA m$^{-2}$ and at a cell voltage of 2.9–3.3 V.

The generated hydrogen gas forms a gas-lift pump effect, providing the flow mentioned before. Then the hydrogen is separated from the liquor flowing into the reaction compartment. Cooling, pH-adjustment via addition of HCl and addition of chromate close the liquor circuit.

Calculating the theoretical energy use of the process, we have to remember the electrolysis of aqueous NaCl at a pH-value of 6–7 as a starting point. So there exists a theoretical decomposition voltage of 1.74 V, the reversible potential of the hydrogen electrode (3) then being $-0.41$ V compared to 1.36 V for the chlorine electrode. So the theoretical energy usage per ton of chloride amounts to $2600 \text{ kWh}$. (Remember the usage of six electrons!). In reality, considering a current efficiency of 95%, we have a value of $4600–5300 \text{ kWh}$.

Latest developments in the field snatch up and rename an older setup: electrolysis block and cooling are integrated into the bottom of the chemical reaction vessel (Single Vessel Technology) [4, p. 533; 37].

5.2.5.4 Perchlorates
The technical production of perchlorates follows the anodic oxidation of chlorate presented in Eq. (8). That means that chlorate (400–700 g NaClO$_3$/L) is fed into an undivided cell at a pH-value of 6–10. The cathode reaction is again Eq. (3). The overall reaction reads accordingly

$$\text{ClO}_3^- + \text{H}_2\text{O} \rightarrow \text{ClO}_4^- + \text{H}_2 \quad (28)$$

The reversible standard potential of the anodic reaction (8) is 1.19 V (please remember that all potentials are noted versus NHE). This is in the near neighborhood to water oxidation (1.23 V). So anode materials possessing high overpotentials for oxygen evolution have to be used, for instance platinum, platinum coated materials like titanium, or lead dioxide.
The use of less expensive (PbO$_2$) anode materials results in less overpotentials for oxygen evolution, that is, less current efficiencies. Nevertheless, this can be more economically compared with using platinum materials, as the loss of platinum from the electrodes can amount to 7 g per ton perchlorate generated [10].

Cathodes are made from different steel materials; electrolyte additive is sodium chromate like in the case of the chlorate electrolysis. This cannot be done in the case of lead dioxide anodes, because the oxygen evolution would be catalyzed in this way. The operation temperature is 35–50 °C.

Technical perchlorate cells are operated at up to 5 kA m$^{-2}$, the cell voltage then being up to 6.5 V (due to high ohmic losses in the cell) leading to a specific energy use of 2500–3000 kWh per ton NaClO$_4$. But it must be noted that the corresponding values for the educt sodium chlorate should be added [38].

Further it must be noted that perchloric acid, normally generated chemically from saturated sodium perchlorate solution and hydrochloric acid, can be generated electrochemically by chlorine oxidation, too [39].

5.2.5.5 Chlorine Dioxide
As mentioned in Sect. 5.2.5.2, chlorine dioxide is produced from electrochemically generated chlorate. In more detail, chlorine dioxide is made chemically from ClO$_3^-$ by reaction in acid solution with a reducing agent. This agent depends on the local possibilities. One example is hydrochloric acid:

\[
\text{NaClO}_3 + 2\text{HCl} \rightarrow \text{ClO}_2 + \frac{1}{2}\text{Cl}_2 + \text{NaCl} + \text{H}_2\text{O}
\] (29)

But ClO$_2$ can be produced by electrolysis, too. In this case, sodium chlorite solution is introduced into the anode compartment of a divided cell and oxidized anodically [4, p. 535].

5.2.6 Additional Aspects

The present days are characterized by a temporary imbalance in the demand for alkali and for chlorine. If there is no economical way for getting rid of the chlorine surplus, it could be favorable to produce alkali without an accompanying production of chlorine.

This can be done using sodium sulfate instead of sodium chloride as the source of alkali. Na$_2$SO$_4$ is found dissolved in the wastewater of numerous chemical processes and has its problems concerning disposal, too (highly water soluble, corrosive concerning concrete).

Feeding aqueous Na$_2$SO$_4$ for instance into the anode compartment of a membrane cell (see Figs. 7 to 9), oxygen will be produced at a suitable anode material according to

\[
2\text{H}_2\text{O} \rightarrow \text{O}_2 + 4\text{H}^+ + 4\text{e}^-
\] (30)

Sodium ions are transferred into the cathode compartment via the membrane and form the desired sodium hydroxide as before. The anolyte leaves the cell in the form of a mixture of Na$_2$SO$_4$ and sulfuric acid.

But the conventional membrane setup described is only one possibility of a sodium sulfate electrolysis. Other proposals include the use of an ODC or even an HDA (Hydrogen Depolarized Anode) for cell voltage reduction or the use of anion exchange membranes instead of the cation variety [7]. Lastly but not least electrodialysis may be used: in a three compartment unit the salt is converted into free acid and the free base [40].

In the case of producing alcohohlates or other chemicals from alkali amalgam (see
Sect. 5.2.3.7.3), in the future it may be favorable to produce the amalgam without generating chlorine in the mercury cell. A possible way is described in [41].

5.3 Fluorine [42, 43]

5.3.1 Introduction

The world’s production of elemental fluorine amounted to around 1990 to 17,000 tons per year; it is concentrated in North America, Europe, and Japan. This production is exclusively electrochemical, because F₂ is the most highly oxidizing stable species known and so it cannot be industrially obtained by the action of another oxidant. To be exact: there are chemical reactions, which produce elemental fluorine, like K₂NiF₆ + KF → K₃NiF₆ + 1/2F₂ (at 673 K, [44]). But then it has to be taken into account that elemental fluorine was needed to prepare the fluorine complex of Ni(IV). And the preparation method described in [45] is only of laboratory scale.

Of utmost technical importance is the production of UF₆, a necessity that generated the fluorine industry 65 years ago. Of technical importance too is the production of strong (e.g. ClF₃) or mild (IF₆) fluorinating agents in general or of fluorinated species in particular, for example, fluorinated oils and greases, perfluorosulfonic acid or refrigerants. Further applications are the production of graphite fluorides CFₓ and of volatile metal hexafluorides used in chemical vapor deposition.

5.3.2 Electrochemical Reactions

In tables concerning reversible standard electrode potentials a value of 2.85 V NHE is found for the aqueous F₂/2F⁻-half cell, the second half cell being H₂/2H⁺. The decomposition voltage is 2.85 V for aqueous HF, too. Of course, this value is impossible to achieve, not to mention the higher voltages necessary for the actual decomposition process. So it turned out that the only method for production of fluorine is the electrolysis of anhydrous hydrogen fluoride containing dissolved potassium fluoride, which produces the needed conductivity (in the range of 0.1–0.2 Ohm⁻¹cm⁻¹). The cell reaction then is

\[ 2HF \rightarrow H₂ + F₂ \]  (31)

Under the conditions achieved in industrial electrolyzers of today (KF-2HF media, 85 °C), the decomposition voltage amounts to 2.9 V. Sufficient stable electrode materials are carbon (anode) and copper or steel (cathode), steel being the cheaper choice.

Along with the anode reaction, the so-called anode effect, a phenomenon often observed in fused salt electrolysis (see Chapter 4), may occur. In the present case, it may be due to a surface film of the type CFₓ formed on the anode material. This film on the one hand protects the carbon against destruction (and is the reason for high anodic overpotentials) in normal operation and, on the other hand, under more or less known conditions may block electron transfer completely. These conditions depend strongly on the electrolyte composition (purity) [46, 47]. Additives, such as lithium fluoride, may be helpful in preventing the anode effect by wetting the electrode material.

5.3.3 Technical Process

Figure 19 shows an example for a classical fluorine cell developed for the French
atomic program. The cell tank is made from Monel (a nickel-copper alloy showing better resistance against corrosion than steel, which, by the way, can also be used). Cathodes are made from steel, anodes from carbon. Monel, magnesium, or steel skirts are used for the separation of the gases. This setup shows a current efficiency of 90–95%. Other constructions use “diaphragms” (i.e. extended skirts with a perforated immersed part). These give higher current efficiencies and prevent broken anodes from touching cathodes. The fluorine leaving the cell contains 7–10% HF, the same holds for the hydrogen. HF is extracted from the gases and re-used. Other impurities are dealt with in the last paragraph of this section.

The usual operating voltage of a fluorine cell is 8.5–10.5 V at 1–2 kA m$^{-2}$. The high voltage is due to – in comparison to other electrolytic processes – relatively low electrolyte conductivity, long current paths, and especially due to the high anodic overpotential mentioned. The specific energy consumption so amounts to about 14 000 kWh/t F$_2$. This is about four times the theoretical value.

The large energy loss results in the necessity to remove a large quantity of heat
from the operated cell. This can be done by a water jacket, electrolyte circulation, or Monel cooling tubes that are suspended through the cell cover. When the cell is shut down, these means can be used for keeping the electrolyte molten (KF·2HF has a melting point of 71.7 °C).

Incidentally, the handling of the melt of hydrogen fluoride and of course fluorine itself is somewhat problematic, but the precautionary measures are well known (for instance, grease must be kept out of the system, because otherwise highly exothermic combustions will take place, melting or bursting piping or valves).

It should be noted, that water contents in the melt leads to the formation of O₂, CO₂ (carbon anodes!) and OF₂ in the anode compartment. In this connection the electrolyte can be purified with fluorine or by so-called pre-electrolysis: in a separate cell (with nickel–anodes) water is decomposed using a suitable low cell voltage. Further purification can take place in the production cell itself by using for several hours at the beginning of the process a reduced current density (ca. 0.2–0.3 kA m⁻², value estimated). The resulting fluorine contaminated with O₂, CO₂ and OF₂ is rejected. Unavoidable is the formation of fluorinated carbon, such as CF₄ in traces (ca. 30 ppm).

5.4 Hydrogen, Oxygen, and Ozone [7, 48–51]

5.4.1 Introduction

In 1989, 500×10⁹ m³ or 43×10⁶ tons of hydrogen were produced worldwide, only
0.25% of this amount by water electrolysis. Figure 20 gives a summary of production and consumption.

The minor importance of water electrolysis is due to the fact that the electrolytic process is only competitive when the cost of the electricity is low. Only in the neighborhood of hydroelectric power stations, hydrogen and subsequently ammonia and other nitrogen compounds can be prepared economically via electrolysis. This is the case, for instance, in Egypt (Assuan), Norway (Ryukan), and in Canada, where electrolysis plants up to 35,000 m³/h are located. Nevertheless, there is a market for electrolyzers producing 3–100 m³/h hydrogen, too. These are used in case there is a limited local demand for the gas, and when the transport from the manufacturer and the storage would not be economical.

However, the electrolysis of water has received considerable recent attention in the context of the so-called “hydrogen economy,” in which hydrogen gas is employed as an energy vector. Hydrogen is easily transported and stored in pipes, and in energy terms, its transport is a factor of 5 cheaper than the costs of transporting electricity through high-voltage cables. Looking further ahead, the exhaustion of fossil fuels will offer the opportunity of a complete transition to the “hydrogen economy.” In this economy hydrogen gas, generated by nuclear power (including fusion reactions) or by solar or wind power–operated water electrolyzers is transported by pipes to consumers. There it will be used to generate power in fuel cells, as an industrial raw material, as a source of process heat through combustion, as an energy vector for transport systems or to provide energy for the home.

As regards the oxygen, the situation is similar. Along with \(1.3 \times 10^9 \text{m}^3_N\) of hydrogen \(0.65 \times 10^9 \text{m}^3_N\) of pure oxygen are produced worldwide by electrolysis. Against that, in the United States of America, \(13 \times 10^9 \text{m}^3_N\) of so-called “commercial oxygen” was produced in 1989 from air by cryogenic separation, pressure swing adsorption or membrane separation. Commercial oxygen is one of the world’s most significant industrial chemicals, used for instance in metallurgy, production of chemicals, bleaching, and wastewater treatment.

### 5.4.2 Electrochemical Reactions

As will be described in Sect. 5.4.2, there are three possibilities for the technical process, differing in the composition of the electrolyte. Alkaline, acidic, and ceramic systems are used (the ceramic system employs the so-called stabilized zirconia, which serves as an \(O^{2-}\)-ion conductor). So, we have to distinguish between three possibilities for realizing the cell reaction \(\text{H}_2\text{O} \rightarrow \text{H}_2 + 1/2\text{O}_2\), too (Table 4).

It can be derived directly from the cell reaction that the reversible open circuit

<table>
<thead>
<tr>
<th>System</th>
<th>Cathode</th>
<th>Anode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alkaline</td>
<td>(2\text{OH}^- \rightarrow 1/2\text{O}_2 + \text{H}_2\text{O} + 2\text{e}^-)</td>
<td>(2\text{H}_2\text{O} + 2\text{e}^- \rightarrow \text{H}_2 + 2\text{OH}^-)</td>
</tr>
<tr>
<td>Acidic</td>
<td>(3\text{H}_2\text{O} \rightarrow 1/2\text{O}_2 + 2\text{H}_3\text{O}^+ + 2\text{e}^-)</td>
<td>(2\text{H}_3\text{O}^+ + 2\text{e}^- \rightarrow \text{H}_2 + 2\text{H}_2\text{O})</td>
</tr>
<tr>
<td>Ion-conducting</td>
<td>(\text{O}^{2-} \rightarrow 1/2\text{O}_2 + 2\text{e}^-)</td>
<td>(\text{H}_2\text{O} + 2\text{e}^- \rightarrow \text{H}_2 + \text{O}^{2-})</td>
</tr>
</tbody>
</table>
voltage does not depend on the pH-value. Under standard conditions, it is 1.23 V.

Although the reactions look quite simple, they follow complicated sequences. This has been dealt with in this encyclopaedia Vol. 7 and shall not be repeated here. Additional information will be found in [14, pp. 375–383; 24, pp. 281–283].

Instead of oxygen, ozone may be produced anodically in the acidic system

$$\text{H}_2\text{O} \rightarrow 2\text{H}^+ + \frac{1}{3}\text{O}_3 + 2\text{e}^- \quad (34)$$

The cell reaction then being

$$\text{H}_2\text{O} \rightarrow \frac{1}{3}\text{O}_3 + \text{H}_2 \quad (35)$$

with a decomposition voltage of 1.46 V. So, under normal conditions the reaction $\text{H}_2\text{O} \rightarrow \text{H}_2 + 1/2\text{O}_2$ will be preferred.

5.4.3 Technical Processes

5.4.3.1 Classical Water Electrolysis

The major part of water electrolyzers operated today use alkaline electrolytes and follow the bipolar design. Figure 21 represents the principle setup.

In order to minimize ohmic losses, 6–8 N potassium hydroxide is used as conducting agent at 80°C. Owing to a temperature coefficient of $dE_D/dT = -0.85\text{mV K}^{-1}$, the reversible decomposition voltage $E_D$ then amounts to 1.19 V. The electrodes originally were situated close ($\geq 1$ mm, finite gap technology) to the diaphragm soaked with electrolyte, the diaphragm being necessary for gas separation and consisting of asbestos (conventional cells). Nowadays, the zero gap technology is used more and more, so the electrodes are made from metal wire mesh pressed onto the diaphragm. The latter is, for instance, made from ceramics (porous NiO) or from polymers (polysulfones). The electrodes being made from nickel or steel before, now use materials such as activated nickel (e.g. Raney-nickel) or nickel alloys (advanced classical cells) [54].

In all cases, the electrode/diaphragm/electrode-design must ensure that gas bubbles that form are removed rapidly from the electrolyte to avoid increases in cell resistance [53].

Figure 22 demonstrates the achievements resulting from the transition from conventional to advanced cells.

![Fig. 21 Principal setup of a classical water electrolyzer.](image)
As can be seen from Fig. 22, using the advanced cell design, a cell voltage of only 1.67 V at about 4 kA m$^{-2}$ becomes possible, the energy requirement per m$^3$ then being 4 kWh. Electrolyzers up to a load of 1 MW are commercially available [53].

Fig. 22 in comparison to Fig. 11 clearly shows that in the electrolyte as well as in the water feed, chloride anions cannot be tolerated (contents must be less than 25 mg L$^{-1}$), owing to interference at the anode by chlorine evolution. So pure deionized water (conductivity $< 5 \times 10^{-6}$ Ω$^{-1}$ cm$^{-1}$) is used [38].

Outside the cells, the dried gas is pressurized by multistage reciprocating or screw compressors. But the pressure can also be generated in the electrolyzer itself, remembering that after Nernst’s equation the decomposition voltage for the reaction H$_2$O $\rightarrow$ H$_2$ + 1/2O$_2$ amounts to $E_D = 1.23 + 0.045$ lg p (at standard temperature). This means an additional cell voltage of 45 mV per decade of pressure is needed. By the way, if within the electrolyzer a pressure is built up, the gas bubbles will shrink, lessening the ohmic losses in this way. This effect will compensate the additional demand of cell voltage to a certain extent. Another compensation is given by the fact that under pressure the temperature of operation can be augmented to 120°C, saving some other millivolts. Realization of gas pressures exceeding ca. 200 atmospheres in the cells is nevertheless problematic, as there are problems of pressure regulation, and the higher costs for the pressure tight cell have to be compared to the costs of compressors.

5.4.3.2 Membrane Electrolyzers

Membrane electrolyzers for water decomposition use cation exchange membranes of the type used in the chlor-alkali membrane process, in this case made H$^+$-ion conducting by different pretreatment. So, the ions generated at the anode (H$_2$O $\rightarrow$ 2H$^+$ + 1/2O$_2$ + 2e$^-$) pass through the membrane and form at the cathode hydrogen (2H$^+$ + 2e$^-$ $\rightarrow$ H$_2$).
In addition to a – compared with a diaphragm – better conductivity of the membrane, advanced electrocatalysis is applied for cell voltage reduction: electrocatalyst particles (for instance platinum or Ni–Zn alloy) are deposited in the boundary layer adjacent to a porous electrode material [55]. Figure 23 shows the principle.

100 kW electrolyzers have been built commercially, showing a cell voltage of only 1.55 V at a load of 5 kA m\(^{-2}\). An additional advantage is a reduced volume of the unit compared to the classical variety.

But membrane electrolysis suffers a severe drawback: the high costs for the solid polymer electrolyte. If membranes being less expensive are developed, the interest in these systems surely will increase.

It should be stated that using lead dioxide as anode material, overpotentials exceeding 1 V must be applied to generate oxygen. This implies a cell voltage exceeding 2.4 V, enough for the generation of ozone (see Sect. 5.4.2). The current efficiency concerning ozone of course is low (around 10%) and the specific energy use is high (80 Wh per gram of ozone) [55].

On the contrary, the production of ozone via gas discharge tubes needs only 14 Wh g\(^{-1}\). Nevertheless, the electrolytic production line is paramount if only small amounts of ozone (<100 g h\(^{-1}\)) are

---

**Fig. 23** Scheme for H\(_2\)O membrane electrolysis (not to scale). The contact elements are also the current collectors. The principle displayed originates from fuel cell technology, compare Chapter 8 of this volume.
needed (simple setup, no need for high voltage). Another advantage is the fact that ozone concentrations of 80 ppm in water or 200 g m\(^{-3}\) of gas are produced, values that can be achieved from gas discharge units only by further processing. The described electrochemical technique is commercially used in pure water technology [55].

5.4.3.3 Steam Electrolyzers

The temperature coefficient of the decomposition voltage of water is \(-0.85\) mV K\(^{-1}\), so at 100 °C this voltage amounts to 1.17 V. The coefficient for the decomposition of steam is \(-0.23\) V K\(^{-1}\). So, at 1000 °C the decomposition voltage would be 0.96 V. An electrolysis at 1000 °C can be carried out using ytterbium stabilized zirconium dioxide (YSZ, ZrO\(_2\)·0.15 Y\(_2\)O\(_3\)). This ceramic material shows O\(^2-\)-conductivity at temperatures exceeding ca. 700 °C (\(\kappa = 0.5 \times 10^{-11}/\Omega\text{cm}\) at 1000 °C, compare Chapter 8).

The electrodes are directly attached to the surface of the ceramic material in the form of porous layers, consisting, for instance, of nickel (cathode material) or LaMnO\(_3\) (an electron conducting mixed oxide as anode material). Current densities of 4 kA m\(^{-2}\) at cell voltages for water decomposition of only 1.3 V have become possible in this way [54]. Figure 24 shows the principle of a typical experimental setup. This (and corresponding flat configurations) is used in modern fuel cell technology, too (see Chapter 8).

Steam electrolyzers will have a long way to go before commercial applications are

Fig. 24 Principle of steam electrolysis, compare text. Please note: the solid electrolyte has a thickness of approx. 0.5 mm.
in sight. This is due to the fact that problems concerning different coefficients of thermal expansion of the components and degradation of electrode coatings and interconnection materials are difficult to overcome at operating temperatures around 1000 °C. Possibly lowering of this value to 800 °C will be of help. But then the conductivity of the YSZ goes down, and so the thickness of the ceramic electrolyte has to be lowered to some 10 µm, a new problem.

5.4.3.4 Closing Remarks
Considering hydrogen economy, there are two aspects that have to be mentioned in addition.

First, in this scenario solar or wind power–operated water electrolyzers are included. These energy sources deliver their power discontinuously. So, the electrolyzers must be able to tolerate fluctuating loads, a goal to be achieved in present developments. Second, this economy includes the conversion of electricity to hydrogen by electrolysis and from hydrogen back to electricity via fuel cells. So, the efficiency of this sequence has to be taken into account when looking at the chances.

As a measure for this efficiency, clearly the cell voltage of the fuel cell compared to that of the electrolysis is a first tool. Nowadays we have values of 0.8–1.8 V, that is, the ratio is 0.45. In the future, 0.9–1.2 V may be achieved, that is, 0.75. But this value is somewhat optimistic, if the Faradaic losses (current efficiencies) and the energy losses resulting from electrolysis and fuel cell operation are taken into account, too, amounting surely to an additional loss of 10–15%.

So, if compared with the far less energy losses caused by electricity transportation, hydrogen economy is only an option. But even if it is not or only partially realized in the future, the advancement in water electrolysis technology is valuable.

Finally, it should be pointed out that the evolution of D₂ and HD is kinetically slower than that of H₂, leading to an enrichment of deuterium in the electrolyte. This has been an important preparative route for D₂ and HD.

5.5 Peroxodisulfates [7, 56, 57]

5.5.1 Introduction
Peroxodisulfates (of ammonium, sodium, or potassium; only these are of industrial importance) are used, for instance, in etching printed circuits, removal of photoreists and in organic polymer production, the anion being in general one of the most powerful oxidants. Worldwide, 80 000 tons of these species were consumed in 1998.

5.5.2 Electrochemical Reactions
Aqueous solutions of peroxodisulfate anions are manufactured by electrolysis only, that is, by anodic oxidation of sulfate or HSO₄⁻:

\[ 2\text{SO}_4^{2-} \rightarrow \text{S}_2\text{O}_8^{2-} + 2e^- \quad (36) \]

or

\[ 2\text{HSO}_4^- \rightarrow \text{S}_2\text{O}_8^{2-} + 2\text{H}^+ + 2e^- \quad (37) \]

\((E_0 = 1.94\text{ resp. } 2.06\text{ V}).\) The exact pathways are discussed controversially [58, 59]. A simple conception would be the intermediate generation of \(\text{SO}_4^{2-}\)-radicals, which dimerize [24, p. 320]. The peroxodisulfate anions will form the salt with cations being present.
Considering the equilibrium potentials mentioned, the anode material must show a high overvoltage for oxygen evolution; considering the high acid and sulfate concentrations needed for the presence of the singly ionized species high chemical stability is necessary. Only platinum or platinum alloys (Pt/Ta) show the required properties. Nevertheless, the process is accompanied by the parasitic evolution of oxygen, even if overpotential increasing substances (like pseudo halides) are employed.

The cathode reaction is presented by hydrogen evolution from sulfuric acid. In this case, graphite may be used as electrode material.

5.5.3 Technical Processes

Figure 25 shows a single cell of a bipolar electrolyzer, consisting of 26 such elements, for the production of (NH₄)₂S₂O₈ from (NH₄)₂SO₄ as an example [60, 61]. Other cells used today origine from the former Weissenstein process (see next page). Their basic layout is described in [57].

The characteristic feature is a large number of vertical anolyte channels (9 x 3 mm), on whose back foils of platinum as active material are attached on tantalum foils mounted on a supporting plate. This is cooled from behind to realize an anolyte temperature of 30–45 °C (to diminish acid-catalyzed hydrolysis of the peroxodisulfate anion formed). Graphite acts as a cathode block, separated from the anode channels by a microporous polymer diaphragm, preventing reduction processes at the cathode.

Typical operational data are a cell voltage of 4–6 V at approx. 1 kA m⁻², a current efficiency of 80–90% and a specific energy consumption of 1000–2000 kWh per ton of (NH₄)₂S₂O₈. The (NH₄)₂SO₄ concentration in the anolyte changes from 380–440 g L⁻¹ (inlet) to 200–240 g L⁻¹ at the outlet, where the corresponding amount of (NH₄)₂S₂O₈ is found. 0.2 g L⁻¹(NH₄)SCN is added as potential increasing medium. The catholyte consists of 300–700 g L⁻¹ H₂SO₄.

It is possible to generate all three peroxodisulfates of industrial importance mentioned using direct electrolysis [62–64]. But in practice, the sodium...
5.6 Hydrogen Peroxide [7, 57, 65]

5.6.1 Introduction

The main use of hydrogen peroxide is bleaching. Uses in chemical industry and in environmental protection are increasing because its great advantage is that the degradation product is water—a solution of some wt% is even used as a household cleaner.

In 1995, more than $2 \times 10^6$ tons (calculated as 100% H$_2$O$_2$) were produced.

5.6.2 Electrochemical Reactions

If reactions (36) and (37) are carried out without cations like NH$_4^+$ being present (compare Sect. 5.5.2), peroxodisulphuric acid will be produced from sulfuric acid. The produced acid can be hydrolyzed to give H$_2$O$_2$

$$\text{H}_2\text{S}_2\text{O}_8 + 2\text{H}_2\text{O} \longrightarrow 2\text{H}_2\text{SO}_4 + \text{H}_2\text{O}_2 \quad (38)$$

which can be separated by distillation.

This represents the classical (1908) electrochemical pathway for H$_2$O$_2$—production (so-called Weissenstein process). Of course, for instance, (NH$_4$)$_2$S$_2$O$_8$ can be hydrolyzed, too, after being converted to potassium persulfate, (Münchner process) [66–68]. The drawbacks are high cell voltages (see preceding section) leading to an energy consumption of 13 000–17 000 kWh per ton of H$_2$O$_2$ (calculated as 100 wt%), as well as the necessity to use noble metals as anode material and a yield of only 70%. So, due to high costs this production line has become insignificant compared with catalytic processes developed later, such as the anthraquinone process.

But there is another possibility to generate peroxide by an electrochemical process, namely, the indirect reduction of oxygen (see this encyclopaedia Vol. 7, or [24, p. 281]). In both acidic and alkaline solutions, peroxide is formed as an intermediate. In today’s practice, alkaline solution (NaOH) is used.

$$\text{O}_2 + \text{H}_2\text{O} + 2\text{e}^- \longrightarrow \text{HO}_2^-$$
$$+ \text{OH}^- \quad (E_0 = -0.076 \text{ V}) \quad (39)$$

$$\text{HO}_2^- + \text{H}_2\text{O} + 2\text{e}^- \longrightarrow 3\text{OH}^-$$
$$\quad (E_0 = 0.88 \text{ V}) \quad (40)$$

The first two electron step can be made fast by using carbon material as electrode. This material on the other hand offers a high overvoltage for the second step and has a low catalytic activity for the decomposition of the peroxide ion. So, the net product is an alkaline solution of peroxide.

The necessity of a high overpotential for step (40) implies the use of low current densities. So electrodes with a high specific surface are advantageous.

5.6.3 Technical Process

The principle can be carried out using gas diffusion electrodes [7]. Commercial reactors for the production of alkaline peroxide solutions have recently been realized using the principle of a monopolar trickle bed reactor [57, 69].

Figure 26 shows the principle used. The anolyte passes the diaphragm, which
serves as flow control element, and enters the trickle bed. This consists of graphite chips coated with a mixture of Teflon™ and active carbon, the chips being in the range of 0.5–2 mm in diameter.

In this way, hydrophobic regions are generated in the bed, so that it will not flood, ensuring an open path for the oxygen feed.

The commercial reactor contains single cells, realizing a production of 70 kg H₂O₂ per day, and they operate at a cell voltage of 2 V at a current density of 0.6 kA m⁻². The current efficiency being 90%, an energy consumption of 3.5 kWh kg⁻¹ H₂O₂ is achieved.

Nevertheless, peroxide is least stable in alkaline solutions and so the production of pure H₂O₂ from the mixture is difficult and again uncompetitive considering the anthraquinone process. But the application of peroxide (see Sect. 5.6.1) actually requires alkaline solutions and concentrations that can be provided via Eq. (39) (approx. 5 wt%); that is, the cell liquor can be used directly in the bleaching process (on-site production).

Considering the cathode of a hydrogen–oxygen fuel cell, peroxide arises as an intermediate, too. Of course in case of a fuel cell, the accumulation of the intermediate is minimized by use of a suitable electrocatalyst. Changing this, the cell will produce peroxide [70]. In this case, no external power supply is needed.

### 5.7 Further Inorganic Species [71–73]

The electrochemical production of sodium peroxoborate tetrahydrate is no longer of
commercial importance and has not been included.

5.7.1 Chromic Acid Solutions

Aqueous chromic acid solutions are used, for instance, as pickling and chromium plating baths in metal and plastic processing. They can be produced by dissolving chromium(VI) oxide in water or from sodium dichromate(VI) and sulfuric acid.

Concerning the solution, the anions of the chromic acid \((\text{CrO}_2^{2-})\) and of dichromic acid \((\text{Cr}_2\text{O}_7^{2-})\) form an equilibrium

\[
\text{Cr}_2\text{O}_7^{2-} + \text{H}_2\text{O} \rightleftharpoons 2\text{CrO}_2^{2-} + 2\text{H}^+ \quad (41)
\]

In acidic solutions, \(\text{Cr}_2\text{O}_7^{2-}\) (dichromate) is predominant, in alkaline media this holds for \(\text{CrO}_2^{2-}\) (chromate).

Chromic acid solutions can also be produced from acid chromium(III) solutions anodically (regeneration of chromium(III) solutions obtained from chromic acid solutions employed in oxidation processes).

\[
2\text{Cr}^{3+} + 7\text{H}_2\text{O} \rightarrow \text{Cr}_2\text{O}_7^{2-} + 14\text{H}^+ + 6\text{e}^- \quad (42)
\]

The standard redox potential of this process is 1.36 V. Equation (42) includes the possibility to regenerate Cr(III) solutions generated in using Cr(VI) as an oxidant. The cathodic reaction is

\[
6\text{H}^+ + 6\text{e}^- \rightarrow 3\text{H}_2 \quad (43)
\]

The electrolysis must be carried out in divided cells, otherwise freshly formed dichromate ions at the anode would be reduced again at the cathode. In industrial practice, a ceramic diaphragm is employed. The feed (acidic chromium(III) sulfate) is introduced first into the cathode compartment, where it becomes depleted of sulfuric acid (Eq. (43) and migration of sulfate ions into the anode compartment). Second, it is fed into the anode space, where the dichromate is formed and where the concentration of sulfuric acid is restored. Lost chromium is periodically replenished by adding chromium(III) oxide.

Owing to the extreme corrosiveness of the solution, the cell case must be of lead or must be lead lined. The anode must be of this material, too. This holds for the cathode, so high overvoltages for hydrogen evolution have to be taken into account.

So, the voltage of a single cell of a series arrangement is 3.5 V at 0.3 kA m\(^{-2}\) despite the fact that the anodic reaction is relatively unhindered. The current efficiency amounts to 80%.

5.7.2 Manganese Dioxide

Manganese is contained in many minerals; they generally contain more than 35% Mn, and consist of hydrated or anhydrous oxides. Only 5% of the world production of manganese ore is consumed in nonmetallurgy applications. From these 5% – amounting to \(1.35 \times 10^6\) tons per year (1976) – \(0.5 \times 10^6\) tons per year were associated with the manufacturing of dry cell batteries and a similar amount was used for the production of manganese chemicals. These data are probably still applicable, because worldwide ore consumption did not change remarkably.

Natural manganese dioxide used in dry cells must be of “battery grade.” This implies a content of 70–85% MnO\(_2\) (44–55% Mn) in the ore, going along with a content of less than 0.05% concerning metals more electronegative than zinc, such as Cu, Ni, Co, or As (which
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would corrode the zinc cathode of the dry cell). Other factors necessary for sufficient electrochemical activity are a suitable crystal structure, surface area, pore size distribution, particle size and shape, electrical conductivity, and so on.

All factors of course are of somewhat poor reproducibility concerning the natural MnO₂. So synthetic manganese dioxides are produced commercially for battery use (high performance cells): Chemical manganese dioxide (CMD) and electrolytic manganese dioxide (EMD).

EMD is the most important of the synthetic manganese dioxides (183 000 tons per year). The preparation starts from natural MnO₂, this being reduced to MnO firstly and then leached with sulfuric acid. The acidic manganese sulfate solution then is purified (precipitation of Fe, Pb, Ni, Co at pH of 4–6). After adjustment of concentrations to 75–160 g L⁻¹ of MnSO₄ and 50–100 g L⁻¹ of H₂SO₄, the solution is subjected to anodic oxidation

$$\text{Mn}^{2+} + 2\text{H}_2\text{O} \rightarrow \text{MnO}_2 + 4\text{H}^+ + 2\text{e}^- \quad (44)$$

The cathode reaction is

$$2\text{H}^+ + 2\text{e}^- \rightarrow \text{H}_2 \quad (15)$$

The electrolyzers usually are open steel troughs lined with rubber, ceramic, or plastic material. There exist different electrode configurations. A common configuration (used for instance in Japan, this country being the most important EMD manufacturer) follows the configuration of the electrowinning of zinc (see Chapter 4). In the present case, the anode plates are made of graphite, hard lead, or titanium. The latter being the modern trend, as Ti is mechanically and chemically stable and does not contaminate the product. But it must be mentioned that additives to the electrolyte are necessary to overcome possible passivation.

The cell voltage amounts to 2.2–3.0 V at 0.7–1.5 kA m⁻², the temperature is kept at 90–98 °C. To minimize evaporation, a paraffin layer on top of the electrolyte is common use. The current efficiency of modern plants can be higher than 90%.

If the MnO₂ layer deposited according to Eq. (44) at the anode surface reaches a thickness of 20–30 mm, it is removed mechanically and processed to a black powder showing the following features: typical content of MnO₂ (mostly the hexagonal ε-modification) 91 wt%; moisture 3–5 wt%; sulfate content up to 1.3 wt%; iron <0.02 wt%; Pb, Cu, Co <0.001 wt%; particle size <75 µm and BET surface 40–50 m² g⁻¹.

5.7.3 Permanganate

In the preceding section, the production of manganese chemicals was mentioned. These chemicals refer to the oxidation states up to VI. The preparation of potassium permanganate (oxidation state VII) is performed using electrolysis.

The procedure starts with MnO₂ ore finely ground, which is subjected to alkaline oxidative fusion, giving K₂MnO₄. From this species, the permanganate may be produced chemically by reaction with elemental chlorine or with carbon dioxide.

$$2\text{K}_2\text{MnO}_4 + \text{Cl}_2 \rightarrow 2\text{KMnO}_4 + 2\text{KCl} \quad (45)$$

$$3\text{K}_2\text{MnO}_4 + 2\text{CO}_2 \rightarrow 2\text{KMnO}_4 + \text{MnO}_2 + 2\text{K}_2\text{CO}_3 \quad (46)$$
But these processes have drawbacks: in the first case, half of the potassium is lost in form of KCl, in the second case one-third of the manganese fed in is found again in the form of MnO₂. In case of the electrolytic process, there are no such losses.

\[ 2\text{MnO}_2^- \rightarrow 2\text{MnO}_4^- + 2e^- \quad (47) \]

Cathode reaction is

\[ 2\text{H}_2\text{O} + 2e^- \rightarrow \text{H}_2 + 2\text{OH}^- \quad (3) \]

using iron as electron material.

Electrolysis cells may be either monopolar or bipolar, rectangular, or circular and operated batchwise or continuously. Typical parameters are KMnO₄-content in the electrolyte 120–250 g L⁻¹, cell voltage 2.3–3.8 V at up to 1.5 kA m⁻², current efficiency up to 90%, operating temperature ca. 60 °C. The anodes consist of Ni or Monel. Figure 27 displays a circular electrolysis cell as an example.

The total volume of this cell is about 4 m³, the electrode system is monopolar, and the operation mode is batchwise. The resulting KMnO₄ is allowed to crystallize within the cell and is drawn off periodically. As unfiltered electrolyte can be used in batchwise operated cells, the crude product must be recrystallized to free it from gangue.

As reported, potassium permanganate is made from MnO₂-containing ore by fusion followed by electrolysis. There exist, by the way, all-electrolytic methods. One

---

**Fig. 27** Vertical section of circular permanganate cell (setup used in Bitterfeld, former GDR). (a) Anode; (b) rubber-lined trough; (c) cathode; (d) agitator; (e) discharge valve for product; (f) agitator shaft; (g) spiral agitator.
method involves direct anodic oxidation of ferromanganese [74], another possibility is the direct oxidation of MnO₂ in aqueous KOH [75].

Besides potassium permanganate, only sodium permanganate is of industrial significance. It can be made in several ways, including anodic oxidation of ferromanganese [76].

5.7.4 Copper Oxide

Copper(I) oxide, Cu₂O, can be used as seed and crop fungicide, as catalyst for numerous organic reactions (for instance hydrogenation of oils), or as starting material for the production of copper powders. Other examples are the use as antifouling pigment or as pigment for glasses or ceramic glazes.

The preparation of copper(I) oxide usually is carried out thermally or chemically using copper or copper compounds. But there exists an electrolytic pathway (of minor importance), too.

This pathway employs the anodic oxidation of copper metal to Cu⁺ according to

\[
2\text{Cu} \rightarrow 2\text{Cu}^+ + 2\text{e}^- \quad (48)
\]

with an \( E_0 \) of 0.52 V, which preceeds the formation of Cu²⁺. For electrode kinetics refer to this encyclopaedia, Vol. 7, and especially Reference 77.

The electrolysis is carried out in an undivided cell using copper electrodes and an aqueous solution of chlorides of alkali or alkaline earth metals. So copper(I) chloride, which is practically insoluble in pure water, will be formed and solved as a complex. At the cathode reaction (3) takes place

\[
2\text{H}_2\text{O} + 2\text{e}^- \rightarrow \text{H}_2 + 2\text{OH}^- \quad (3)
\]

The evolving hydrogen will provide for the transport of OH⁻-ions to the anode, so the Cu₂O is generated according to

\[
2\text{Cu}^+ + 2\text{OH}^- \rightarrow \text{Cu}_2\text{O} + \text{H}_2\text{O} \quad (49)
\]

This leads to the overall reaction

\[
2\text{Cu} + \text{H}_2\text{O} \rightarrow \text{Cu}_2\text{O} + \text{H}_2 \quad (50)
\]

The electrolysis employs a cell voltage of 1.2–1.4 V at 1.5 kA m⁻² using a bath temperature of 70–80°C. The bath concentrations amount, for instance, to 100–300 g NaCl/L and ca. 1.2 g NaOH/L. 0.8–1.3 kWh are needed to produce 1 kg Cu₂O. The resulting oxide appears as a suspension and must after filtration be stabilized by substances such as lime, gelatine or similar, due to easy oxidation by air.
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6.1 Introduction

Electrochemical synthesis (organic, organometallic, or/and inorganic) principally rests on the capability of molecules, ions, and radicals to react at an electrode surface that facilitates electron transfer(s). In this regard, electrochemical synthesis is obviously based on the use of one reagent, the electron, abundantly (and cheaply?) furnished by the electricity supplier.

The electron (now considered as our main reagent) is, in principle, nonpolluting at least at the level of its use in electrosynthesis. In some countries where electricity is constantly produced by hydroelectric stations (hydroelectric power) or nuclear plants (atomic power), electricity can be inexpensive, especially at nights, weekends, and during vacations. However, any organic chemist who is convinced of the advantages of electrosynthesis must become familiar, before to setting up an electrolysis cell, with the sign of electrode, the direction of the current flow, as well as with the very basic units like the ampere, the volt, and the coulomb. Anyhow, everyone has heard about analytic electrochemical methods such as voltammetry and coulometry. In particular, a voltammetric scan can be regarded as a microreduction (or oxidation) within the diffusion layer around the working microelectrode (made principally of platinum, mercury, or glassy carbon). The interest of the analytical method is to obtain preliminary but essential information. This information includes the information concerning macroelectrolysis, which is the desirable mode of electrosynthesis, the potential to be applied, the influence of the solvent (pH, intrinsic properties of the medium), and the nature (material) of the working electrode. Other parameters that need to be examined include the cell geometry, temperature effects, substrate concentration, and so on.

In order to take into account carefully the analytical data concerning the electrochemical reaction to be carried out, two basic equations must be recalled:

- The potential difference at the cell terminals given by

\[ \Delta E = |E_{i=0}| + \eta_a + |\eta_c| + IR \]

were \( E_{i=0} \) accounts for the potential difference at zero current, which can be calculated by application of the Nernst equation when the redox couples taking place at each electrode are clearly identified, \( \eta_a \) and \( \eta_c \) are the overvoltages, respectively, at the anode and the cathode, and \( IR \) is the ohmic drop due to the electrical resistance of the electrolytes and the
The Nernst equation takes into account the thermodynamics of the two redox reactions (fast in the sense of the kinetics of the heterogeneous electron transfer, but here in the absence of associated chemical reactions). The thermodynamic properties of a redox reaction are described by the standard potentials, \( E^\circ \), and the concentrations of the redox species at the electrode surface. At the anode, we have an electron extraction from the electroactive species, and at the cathode the electron is donated to an electroactive species to effect a reduction. These processes may be represented in the general form as:

\[
\begin{align*}
\text{Oxidation} & : \quad A -ne^- + ne^- \rightarrow B \quad E = E^\circ_{AB} + \frac{RT}{nF} \ln \left( \frac{[B]}{[A]} \right) \\
\text{Reduction} & : \quad C +ne^- -ne^- \rightarrow D \quad E = E^\circ_{CD} + \frac{RT}{nF} \ln \left( \frac{[C]}{[D]} \right)
\end{align*}
\]
specific metallic electrodes like platinum or palladium.

6.2.2 Choice of a Cell

The design of the cell determines the success of the electrochemical process. Very generally, most of cells possess a separator (porous glass or organic membrane) between the anodic and cathodic compartments. For achieving experiments on the laboratory scale (0.1 to 10 g), even rudimentary geometries can be quite efficient. It must also be emphasized that a cell giving the best results for one reaction might not be the one well adapted for another.

For laboratory use, most electrolyses can be achieved with a U-shaped cell equipped with a glass frit separator. In electrochemistry, the notion of the working electrode dipping in a well-defined surrounding is essential. The electrochemist defines the reaction (oxidation at the anode in the anodic compartment or reduction at the cathode in the cathodic compartment) to be achieved, and what happens at the other electrode (called counter electrode) does not really matter (although one has to avoid efficiently any diffusion of effluents formed in the other compartment). Some examples of electrolysis cells are shown and commented on at the end of this chapter (Sect. 6.15).

On the laboratory scale, it may be helpful to use three-electrode cells, where the electrochemical potential of the working electrode is set against that of a reference electrode, itself connected to a potentiostat. The purpose of a potentiostat is to fix precisely the reduction (or oxidation) potential necessary for the complete conversion of an organic substrate. At the end of the reaction, the electrochemical current has totally vanished and the concomitant use of a current integrator (or coulometer) may allow one to apply Faraday’s law to organic compounds (knowledge of the number of electrons implied in the considered oxidation-reduction process).

In the case of well-known electrochemical reactions, as well as for electrolyses where larger scales are involved, two-electrode cells (connected to a galvanostat) can be used with continuous feed of the reactant to the working electrode. This type of electrolysis is suitable for industrial purposes where specific devices and cells are utilized. Since electrodes of large areas are necessary, the distance between the anode and the cathode is small and determines the cell geometry (e.g. capillary-gap cell or filter-press cell). The use of cells equipped of porous electrodes (materials like graphite or carbon moss, platinum, nickel) have also been developed to perform electrocatalytic reactions at very large surfaces. Some typical cells used in the laboratory and in industry are presented at the end of this review.

6.2.3 Choice of Electrode Material

6.2.3.1 Materials for Cathodes

The use of mercury is – in principle – forbidden on the bench for environmental reasons. It is a pity, because mercury permits one to reach very high reducing potentials (−3 V versus the saturated calomel electrode (SCE), which is about what is necessary to achieve the reduction of benzene under conditions near to the Birch reaction). Substitute materials can be glassy carbon and graphite. Platinum and gold plates or mosses are of interest but their use is limited (because of the occurrence of hydrogen evolution) in acidic or aqueous solvents.
6.2.3.2 Materials for Anodes

Platinum and glassy carbon are the quasi-universal materials for most anodic oxidations, irrespective of the solvent and conditions required to achieve electrolysis. Carbon and graphite felts can be employed as well. Most of these materials are commercially available from Japanese and American firms involved in the production of carbons.

6.2.4 Main Reactions Achievable Electrochemically: A Survey of Experimental Conditions

It is noteworthy that the use of organic solvents allows one to considerably widen the synthetic possibilities of the electrochemical technique. In particular, electrolises performed in aprotic polar solvents (e.g. dimethylformamide, acetonitrile, methylene chloride, dimethylsulfoxide, propylenecarbonate) can enhance synthetic possibilities to provide a convenient way of forming, upon electron-transfer activation, of (1) nucleophiles (radical anions, anions), (2) electrophiles (radical cations, cations), and (3) free radicals (e.g. by means of oxidation of anions or scission of radical anions) when these solvents can be considered as poor H donors.

Cleavage reactions of radical ions may be conveniently applied in deprotection processes like the cathodic scission of sulfonamides (deprotection of amines) and the anodic cleavage of gemdithioacetals (deprotection of carbonyl groups).

The utilization of poorly conducting solvents is possible in electrochemistry,
but only in the case where the electron transfer occurs to generate free radicals (induction of radical chains, e.g. using Ni^{III} or Co^{II} complex catalysts) or charged radicals (reactions of cycloadditions or cycldimerization under the conditions chosen, so as to keep these reactions catalytic in electron). Reactions involving zero-valent metals can be useful for processes leading to the formation of carbon—carbon bonds from organic halides.

The ease of formation of free radicals brings chemists to consider electrochemistry as a convenient method to afford dimers. Obviously, reactions of this type are totally stoichiometric and demand 1 mol of electron per mole of a substrate.

In some cases, especially in oxidation, the use of mediators by the electrogeneration of high-valency metallic cations can be helpful. On the other hand, if similar, indirect reactions are possible in the reduction range, organic mediators have to be used. Such redox catalysis reactions are perturbed by the fact that couplings may occur between "\pi"-acceptor anion radicals used as electrogenerated reducing species and a free radical issuing from the cleavage reactions. Schemes 1 and 2 summarizes the principal reactions achievable by electrochemistry. Obviously, the key words are radicals, charged radicals, electrogeminated acids (EGA) and bases (EGB), nucleophiles, and electrophiles, catalysis by zero-valency metals or by valency change of metallic cores of metallo complexes.

The use of specific, electrochemically charged interfaces also appears to be of utmost importance, since structure and properties of these conducting materials can be changed with an applied potential.

In summary, the electrochemical technique is in fact quite simple but is also rich in possibilities. Recent exhaustive reviews and books [1] could guide the reader in the case of very specific problems. The following pages are aimed at drawing our minds to what electrochemistry is really able to achieve, even though many specific reactions conducted at the electrodes are not mentioned here.

6.3 Some Specific Electrochemical Reactions Involving Carbon Atoms

6.3.1 Building of Carbon—Carbon Bonds at the Anode and the Cathode

6.3.1.1 Kolbe Reaction: Anodic Oxidation of Carboxylates: Coupling of Aliphatic Free Radicals

The anodic oxidation of carboxylates at a platinum electrode (high concentration, high current density, mild experimental conditions) leads to the formation of adsorbed radicals (via a decarboxylation process), which dimerize to a corresponding hydrocarbon:

\[
\begin{align*}
\text{RCO}_2^- \xrightarrow{-e^-} & \quad [\text{RCO}_2^-]_{\text{ads}} \\
& \quad [\text{CO}_2] \\
& \quad [\text{R}]_{\text{ads}} \\
& \quad \frac{1}{2} \text{R} \rightarrow \text{R}
\end{align*}
\]

The use of other electrode materials (like graphite) allows the oxidation of the transient radical as a “non-Kolbe” reaction. The reaction turns out to be a two-electron process. The nature of products depends then on the nucleophilicity of the solvent.

\[
\begin{align*}
\text{RCO}_2^- \xrightarrow{-2e^-} & \quad \text{R}^+ \quad \text{Nu}^- \quad \text{RNu}
\end{align*}
\]
The Kolbe reaction can be successfully used [2, 3] for the generation of free radicals which dimerize or add onto unsaturated systems that are essentially radicalophile. The product distribution will depend on the nucleophilicity of the solvent/electrolyte, on the pH, as well as on the kinetics of different competing pathways in the following scheme.

\[ \text{RCOO}^{-} \xrightarrow{e^{-}} \text{R'} \]

\[ \text{R} - \text{Y} \xrightarrow{\text{Dimerization}} \text{R} \text{- Y} \]

\[ \text{R} \leftrightarrow \text{Y} \xrightarrow{\text{R/Coupling}} \text{R} \text{- Y} \]

\[ \text{R} \text{- Y} \xrightarrow{\text{Nu}} \text{Nu}^{-} \xrightarrow{\text{H}^{+}} \text{R} \text{- Y} \]

The ease of radical generation from carboxylates was exploited in view of the preparation of CF$_3$• radicals from the oxidation of trifluoroacetates (it is worth noting that CF$_3$• can also be obtained from a one-electron reduction of CF$_3$X, X = halide such as Br, Cl, or the arylsulfonyl group).

However, many examples in the literature concern mixed electrolyses of carboxylates that can afford dissymmetric dimers (in mixtures with symmetric ones)

\[ \text{R'}\text{COO}^{-} + \text{RCOO}^{-} \xrightarrow{e^{-}} \text{R'}\text{R} \]

Reactions of this type are interesting when any cheap and trivial carboxylates are considered. Thus, the electrolysis of high carboxylic acids in the presence of a large excess of acetate ions provided [4] methylated products in high yields. Moreover, examples of radical addition corresponding to internal rearrangements may exist. Thus, in the scheme below, the oxidation of the transient radical (after internal cyclization) was not observed in the presence of a large amount of methyl radicals concomitantly produced at the anode surface (electrolyte: sodium acetate).
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6.3.1.2 Anodic Oxidation of Carbanions and Symmetrical Coupling

Carbanions (those with the largest use are Grignard reagents, organolithians, or anions at the vicinal position to an unsaturated system) are easily oxidized. The anode material may be platinum, vitreous carbon, graphite, as well as titanium oxide.

\[
\begin{align*}
R^+ & \xrightarrow{e^-} R^- & \text{Coupling} & \rightarrow R^+ \\
1/2 R & \rightarrow R & 1/2 R & \rightarrow R \\
\end{align*}
\]

The yield of the dimer mainly depends on the experimental conditions (concentration, current density, electrochemical stability of \(R^+\) at the potential of its formation \(E^{\circ}_{R^+} \text{ should be smaller than } E^{\circ}_{R+} \)). Many examples of dimerization [1] can be drawn from the recent literature:

- dimerization of malonates
  \[
  2 \text{EtCH}(\text{CO}_2\text{Et})_2 \xrightarrow{2e^-} \text{EtO}_2\text{C}^\cdot \text{C}^\cdot \text{Et} \]
  \[
  \text{EtONa} \text{ in } \text{CH}_3\text{CN} \]

- coupling of the anions of disulfones [5, 6] (allowing a reversible radical dimerization at the temperature applicable for the activation of radical chain processes)

\[
\begin{align*}
\text{RSO}_2\text{CH—SO}_2\text{R} & \xrightarrow{e^-} \text{RSO}_2\text{CHSO}_2\text{R} \\
\text{MeOH/Na} & \rightarrow \text{RSO}_2\text{CHSO}_2\text{R} \\
\text{LiClO}_4 & \rightarrow \text{RSO}_2\text{CHSO}_2\text{R} \\
\Delta & \rightarrow \text{RSO}_2\text{C—SO}_2\text{R} \\
\text{H} & \rightarrow \text{RSO}_2\text{C—SO}_2\text{R} \\
\text{H} & \rightarrow \text{RSO}_2\text{C—SO}_2\text{R} \\
(\text{if } R = \text{Et}, \text{ yield: 78% at room temperature})
\end{align*}
\]

6.3.1.3 Anodic Oxidation of Aromatic Systems via Cation Radicals (Dimerizations, Trimerizations, Oligo, and Polymerizations)

Generally, in non-nucleophilic solvents (yet in the presence of non-nucleophilic organic bases like lutidine or inorganic bases like sodium carbonate) two ways of couplings may concern electrogenerated aromatic cation radicals. Thus, with an aromatic substrate such as \(ArH\), radical coupling [7] may compete with the addition cation radical/substrate.

\[
\begin{align*}
\text{R—R} & \xrightarrow{e^-} \text{R}^+ \\
\text{ArH} & \xrightarrow{e^-} \text{ArH} \\
\end{align*}
\]
It must be kept in mind that such symmetrical couplings are not inevitably favored. Thus, mesitylene yields (platinum anode, acetonitrile as a solvent containing tetrabutylammonium tetrafluoroborate) an aryl–aryl coupling product,

\[
\text{Anode} \quad -2e^- / -2H^+ \quad 2\text{CH}_3
\]

\[
\text{CH}_3 \quad \text{CH}_3
\]

\[
\text{CH}_3 \quad \text{CH}_3 \quad \text{CH}_3 \quad \text{CH}_3
\]

71%

while 1,2,4,5-tetramethylbenzene [8] essentially affords (carbon anode, methylene chloride as a solvent, and \( n\text{Bu}_4\text{NBF}_4 \) as a supporting salt) a coupling that involves a methyl group.

\[
\text{Anode} \quad -2e^- / -2H^+ \quad 2\text{CH}_3
\]

\[
\text{CH}_3 \quad \text{CH}_3 \quad \text{CH}_3 \quad \text{CH}_3
\]

85%

The coupling regioselectivity appears to be strongly dependent on the acidity of the transient cation radical and the activity of the intermediary cation in electrophilic substitution reactions. However, in the two examples quoted above, the hindrance argument cannot explain totally satisfactorily the change in chemoselectivity.

As a matter of fact, mixed anodic couplings with substituted aromatic structures have been shown to be possible:

\[
\begin{align*}
\text{Naphthalene} & + \text{pentamethylbenzene} \\
\text{Anthracene} & + \text{anisole}
\end{align*}
\]

\[
\text{Oxidation}
\]

\[
\begin{align*}
\text{Me} & \quad \text{Me} \\
\text{Me} & \quad \text{Me}
\end{align*}
\]

64%

\[
\begin{align*}
\text{OMe} & \quad \text{OMe}
\end{align*}
\]

70%

With aromatic systems substituted by \( \pi \)-donor groups (e.g. amino ether and thioether groups), coupling reactions were found to be more complex because dimers generated at the anode are – often – more
6.3 Some Specific Electrochemical Reactions Involving Carbon Atoms

Some Specific Electrochemical Reactions Involving Carbon Atoms

electroactive than the monomer itself ($E_{\text{Monomer}}^0 > E_{\text{Dimer}}^0$). This results in a loss of selectivity for dimerization, since the cation radical of the dimer may independently lead to side reactions. The ease of oxidation of dimers is due to an increase (through better conjugation) of their HOMO (highest occupied molecular orbital) energy levels. In order to obtain dimers in good yields, two strategies are possible: (1) the use of flow cells equipped with a porous anode from which the oxidized form is instantaneously removed from the oxidation zone and then reduced chemically or electrochemically at the bottom of the device (e.g. electrogenerated superoxide or zinc powder); and (2) the obtaining, under well-chosen experimental conditions, of a mixed-valency salt from the dimer radical cation as a conducting deposit on the solid anode. This deposit can further be reduced according to conventional chemical (and electrochemical) procedures.

An example worth mentioning is the synthesis of trimers possessing polyether chains or crown ethers. More precisely, veratrole taken as a model molecule may dimerize or trimerize according to experimental conditions. Let us note that the dimer (see scheme above) is only an intermediate for the formation of the trimer. However the relative ratio of these two products strongly depends on the experimental conditions. More precisely, conditions that favor trimerization [9] concomitantly with the electrocrystallization at the anode (mainly platinum) were successfully found and then applied for electrogenerating liquid crystals possessing discotic or/and ionophoric properties. We recall that a conventional organic synthesis does not allow easily such molecular engineering, since the oxidizing species are mainly high-valency salts (e.g. FeCl₃), which also play the role of Lewis acids. Accordingly, the electrolysis of mixtures of ortho diethers ($R^1$ and $R^2 = \text{long alkyl chains or polyether chains}$) easily affords discotic systems that are endlessly [10] modulated. Additionally, triphenylenes with an ionophoric
behavior (possessing 1, 2, or 3 crown ether moieties) may be advantageously synthesized.

Lastly, such a trimerization reaction – until now specific for orthodialkoxybenzenes – could be applied [11] to the polymerization (as polytriphenylenes) of dibenzocrown ethers leading to resins supported by conducting materials. The ionophoric properties of such products have been used for the extraction of heavy metal cations from water when the concentrations of these cations are extremely small.

6.3.1.4 Cathodic Coupling of Aryl Groups via Transition Metals Catalysis

Practically, electrochemistry does not show any obvious examples of coupling of electrogenerated aryl radicals. Such a coupling involving antibonding orbitals is not favored and, in addition, radicals of this kind are produced, often at rather negative potentials, that render possible their reduction into anions.

The group of Nedelec in France has demonstrated that the use of transition metals (electrogenerated Ni°, Pd°, Zn°, etc.) may elegantly afford the coupling of a very large palette of aromatic compounds resulting in a carbon–carbon bond formation.

In the field of symmetrical aromatic coupling, this method is particularly interesting with halides and triflates [12–14].

\[ A = I, Br, Cl, CF_3O_2 \]

\[ Y = alkyl, aryl, MeO, CN, CF_3, NMe_2, MeCO, etc. \]
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The mechanism was discussed recently [15]. The zero-valent metal (produced at the interface by reduction of the metal cation) induces an oxidant addition, in principle followed by nucleophilic substitution and a reducing elimination. The scheme below exhibits a simplified catalytic mechanism with aromatic halides. Electrochemistry is involved in the activation phase (formation of zero-valent metal [16–18]). The nucleophile is obviously produced by the oxidant insertion, and in the catalytic cycle hereafter Ar–Nu has to be considered of course as the Ar–Ar dimer.

Other examples can be given concerning the coupling of arylbromides [19] with the use of nickel metal catalysts. Reactions of this type may be achieved in protic media (20:80 Dimethylformamide (DMF)/ethanol or 50:50 ethanol/methanol mixture) with yields comparable with those usually found in aprotic media. (In most of cases, ligand L is ortho, ortho-piperidine(bipy)).

Formation of aryl–aryl links was demonstrated to occur between aromatic bromides and 2-chloro or 2-bromopyridines. These reactions are efficient, since they allow in one step substitution reactions that are obviously much more difficult to achieve by the usual chemical methods.
6 Electrochemistry Applied to Organic Synthesis: Principles and Main Achievements

The route (a) was explored [20] with α-halogenoesters (ClCH₂CO₂R or ClCH(CH₃)CO₂R): it yields α-arylacetic or α-arylpropionic esters.

6.3.1.5 Other Activation Reactions Involving Aromatic Halides in the Presence of Metal Catalysts
Reactions of heterocoupling have also been widely studied and the synthetic possibilities appear to be of high interest. (In the scheme below, A stands for an activating group.)

In the two latter cases, the unavoidable diaryl compound formation is minimized by the progressive and slow addition of the “activated” RCl compound to
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the ArBr/DMF solution. Electroactive Y groups are not converted by such electrocatalytic reactions. Substitution reactions were shown to be also effective with 2- and 3-bromothiophene (use of α-chloroesters and α-chloroketones).

On the other hand, creation of carbon–carbon bonds from ArX by addition to activated olefins could be achieved [22].

Lastly, alkylation catalyzed by CoII complexes (like vitamin B12 or cobaltioximes) or by NiII cyclam can be efficiently completed [24–26]. In such cases (inner sphere), the electron transfer occurs via electrogenerated CoI or NiI complexes.

It is important to stress that the electrochemical reaction is here fully stoichiometric. The term “catalytic” used for Ni or Co intermediates (constantly regenerated in the course of the electrochemical reaction) has therefore to be carefully differentiated from reactions using NiII or PdII as listed above.

6.3.1.6 Aromatic Carboxylations

The electroreduction of aromatic halides in the presence of catalytic amounts of [Ni–PPh3] [27] or [Ni–dpnn] [28] mainly yields arylcarboxylates. Such a reduction process may also be catalyzed by palladium complexes.

with FG = CN, OCH3, COCH3 and A = CO2Et, CN, COCH3.

This reaction was particularly applied [23] to the one-step synthesis of nabumetone with an isolated yield of 90% based on the starting bromonaphthalene. The method was also applied to the addition to vinyl groups [24] with a good stereospecificity. The use of acetonitrile as a cosolvent was preferred.

R′X + RCH=CH–A

R′–CH(R)–CH2A

It is important to stress that the electrochemical reaction is here fully stoichiometric. The term “catalytic” used for Ni or Co intermediates (constantly regenerated in the course of the electrochemical reaction) has therefore to be carefully differentiated from reactions using NiII or PdII as listed above.

6.3.1.6 Aromatic Carboxylations

The electroreduction of aromatic halides in the presence of catalytic amounts of [Ni–PPh3] [27] or [Ni–dpnn] [28] mainly yields arylcarboxylates. Such a reduction process may also be catalyzed by palladium complexes.
6.3.1.7 Electrochemistry as a Tool to Afford Cyclizations

Intramolecular reactions can be considered as a powerful tool in organic synthesis to permit the building of carbon−carbon bonds in a regio- and stereoselective manner [29]. Thus, by means of electrochemistry several ways can be envisaged [30] to create carbon−carbon bonds, essentially by: (1) intramolecular coupling of radical ions (cations or anions at the anode and the cathode respectively); (2) the formation of free radicals (by cathode bond cleavage); (3) the use of NiII or CoII catalysts followed by addition onto unsaturated systems belonging to the molecule (here, the triggering of the reaction – often a radical chain – occurs via the generation of the free radical at the cathode); (4) formation of a nucleophile (mainly by a two-electron reduction) capable of reacting in an intramolecular way by attacking any electrophilic site; and (5) Kolbe generation of a transient σ radical at the anode.

A few examples of monomolecular cyclizations are given below:

- via formation [31] of a nucleophile located on the more electroactive group;

\[
\begin{align*}
\text{Isopropanol} & \quad \text{Et}_4\text{N}^{+}\text{OTs} \\
\text{Sn cathode} & \quad 2e^- \quad 2H^+ \quad \text{cis/trans: 100 : 1}
\end{align*}
\]

- use of aquocobalamine (intermediates: alkyl-CoII complexes) in the cyclization [33] of substrates possessing ω-bromoalkyl functions;

\[
\begin{align*}
\text{DMF/LiClO}_4/\text{NH}_4\text{Br} & \quad 2e^- \quad \text{95% yield}
\end{align*}
\]

- cathodic activation [32] presumably of the aromatic moiety at very negative potentials with an attack of the electro-generated nucleophile on the carbonyl group:

\[
\begin{align*}
\text{Acetonitrile–water (9:1)} & \quad \text{two compartment cell} \\
\text{Hg cathode} & \quad 2 \text{F/mol} \quad (-2.2 \text{ V vs SCE}) \\
\text{Et}_4\text{N}^{+}\text{OTs as electrolyte}
\end{align*}
\]

- electrogenerated nucleophile formation from the π-acceptor through a two-electron reduction followed by a bromide elimination. This is the case [34]
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6.3.2 Anodic Substitution of Organic Derivatives Possessing a Mobile Hydrogen

In a general way, although many exceptions can exist that depend on intrinsic structures of organic substrates, the anodic oxidation of functional groups with mobile hydrogen is depicted as follows (the process implies a radical cation as primary intermediate, whose acidity is strongly enhanced compared to the starting molecule):

![Diagram showing anodic substitution process]

In such reactions, solvent basicity (or its nucleophilicity) may govern the ratio RNu/R(–H). In general, the positive charge induced by the reaction sequence $-e^-/-H^+/+e^-$, which is supposed to occur at the anodic interface, is often borne by a carbon atom. When nucleophilic solvents like H$_2$O, MeOH, AcOH, acetonitrile, and so on are used, the reaction appears to be (more or less totally) drawn to the substituted RNu compound.

In other cases, a deprotonation reaction occurs. In order to accelerate the loss of the proton, the use of bases is favored, under the conditions that they are weakly nucleophilic (for this purpose, lutidine and collidine are often used in acetonitrile or methylene chloride).

6.3.2.1 Functionalizations of Nitrogen-containing Compounds

Generally speaking, the electrochemical oxidation of amines yields iminium salts, which are easily hydrolyzed. However, efficient nucleophiles can be added to the electrolysis mixtures in order to react on the iminium before its hydrolysis by residual water. The nucleophiles can be cyanide [36] or methanolate [37]:

![Diagram showing functionalization process]
In the example given above, experimental conditions and the control of the electrical charge may orientate the reaction selectively to the mono-, di-, and tri substitution. The action of Lewis acid on substituted amine functions allows one to get back the iminium intermediates [38, 39]. Thus, the nucleophilic action in the course of the electrolysis could be seen as an iminium “protection”, and renders possible easy synthesis of the heterocycles as outlined below:
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Such an iminium transient can be formed and used in an ex situ reaction (off electrolysis) with a very wide palette of nucleophiles. This is particularly true with carbamates [40]:

\[
\text{R}^2\text{CON}^\text{+} + \text{CHR}^3 \xrightarrow{\text{Nu}^-} \text{R}^2\text{R}^1\text{CON}^- + \text{CHR}^3^\text{Nu}^-
\]

This reaction is achievable with a large palette of nucleophiles such as nitriles, cyanide, R–metal compounds, malonates, P(OR)\text{3}, as well as olefins enriched in electrons. Amides (e.g., dimethylformamide) as well as \text{N}-carboxyalkoxamines [41] can also be efficiently substituted by nucleophiles (two-electron oxidations).

6.3.2.2 Oxidation of C–H Functions

The anodic conversion of tertiary C–H functions (without any specific activation) is possible, yet it needs rather high potentials. One typical example is certainly that of adamantane [42], the oxidation of which can be achieved in acetonitrile. Under these conditions, the corresponding acetamide (via Ritter reaction) was obtained.

\[
\text{H} \xrightarrow{1) \text{CH}_3\text{CN} \ 2) \text{H}_2\text{O}} \text{Pt anode/–2e}^-, \text{–H}^+ \xrightarrow{\text{Nu}^-} \text{NHCOCH}_3
\]

(90%)

However, the activation of the C–H function by means of a vicinal, electron-rich group (e.g. double or triple bond) strongly increases the reactivity of the system:

\[
\text{C–C}^\equiv \text{C} \xrightarrow{\text{Nu}^-} \text{C–C}^\equiv \text{C}^\equiv \text{C} \xrightarrow{\text{Nu}^-} \text{C–C}^\equiv \text{C}^\equiv \text{C}^\equiv \text{C}
\]
With such reactions, it is quite obvious that deprotonation should be faster than the nucleophilic attack, in order to observe a regioselective substitution. In the equation written above, the ethylenic double bond plays the role of an electrophore (electron transfer from the HOMO of the unsaturated system). The reactivity of unsaturated systems is illustrated by the oxidation of cycloheptatrien [43] in methanol when the methoxylation was achieved in good yield.

\[ \text{H} \xrightarrow{-2e^-} \text{MeO} \]

\[ \text{Et}_4\text{N}^+\text{OTs}/\text{NaOMe} \]

\[ \text{CH}_3\text{OH} \]

Now, the oxidation of cyclic and acyclic dienes at a glassy carbon electrode quite generally affords 1,4-addition reactions. Side products are also obtained. The table below summarizes [44] the different abilities of double bonds to react anodically (substitution versus addition).

<table>
<thead>
<tr>
<th>Diene</th>
<th>Solvent electrolyte</th>
<th>Main product</th>
<th>Secondary product</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ \text{CH}_3\text{OH} ]</td>
<td>[ \text{Et}_4\text{N}^+\text{OTs} ]</td>
<td>[ \text{OCH}_3 ] [ \text{OCH}_3 ]</td>
<td>[ \text{OCH}_3 ] [ \text{OCH}_3 ]</td>
</tr>
<tr>
<td>[ \text{CH}_2\text{OH} ]</td>
<td>[ \text{Et}_4\text{N}^+\text{OTs} ]</td>
<td>[ \text{OCH}_3 ] [ \text{OCH}_3 ]</td>
<td>[ \text{OCH}_3 ] [ \text{OCH}_3 ]</td>
</tr>
<tr>
<td>[ \text{CH}_2\text{COOH} ]</td>
<td>[ \text{Et}_4\text{N}^+\text{OTs} ]</td>
<td>[ \text{OCOCH}_3 ] [ \text{OCOCH}_3 ]</td>
<td>[ \text{OCOCH}_3 ] [ \text{OCOCH}_3 ]</td>
</tr>
<tr>
<td>[ \text{OCH}_3 ]</td>
<td>[ \text{CH}_3\text{OH} ]</td>
<td>[ \text{H}_3\text{CO} ] [ \text{OCH}_3 ]</td>
<td>[ \text{H}_3\text{CO} ] [ \text{OCH}_3 ]</td>
</tr>
</tbody>
</table>

N.B. In the absence of a labile hydrogen, the rate of deprotonation at the stage of the radical cation turns out to be so slow that nucleophilic attack on the positively charged carbon of the double bond affected by oxidation becomes the sole reaction to be considered. Thus, alternatively two chemical routes can be envisaged: (1) disubstitution of the (one) double bond and (2) dimerization of the radical cations.
6.3.2.3 Anodic Functionalization of Ethers

The anodic functionalization of ethers (tetrahydrofuran, 2-alkyl-1,3-dioxalanes as model molecules) can be easily achieved [45]. Electrolyses are achievable in methanol, mainly at a platinum electrode. Many other nucleophiles are probably candidates to allow other reactions of this type:

\[
\text{O} + 2\text{e}^-/2\text{H}^+ \rightarrow \text{OCH}_3
\]

6.4 Anodic Oxidation of Thioethers

Very generally, the anodic oxidation of thioethers in the presence of traces of nucleophiles (e.g. water) affords unavoidably sulfoxides and sulfones. Such double conversion is achieved in two well-separated steps.

\[
R^1\text{S} + \text{H}_2\text{O} - 2\text{e}^-/2\text{H}^+ \rightarrow R^1\text{SO}
\]

\[
R^1\text{S} + \text{H}_2\text{O} - 2\text{e}^-/2\text{H}^+ \rightarrow R^1\text{SO}_2\]

Let us note that until now electrochemistry has not been able to yield chiral sulfoxides from the starting prochiral thioethers even though the use of chiral (chemically modified) electrodes was considered.

On the other hand, in the absence of efficient nucleophiles, the oxidation of thioethers generally creates sulfonium products.

\[
\text{Dim} \quad \text{H}^2\text{O} - 2\text{e}^-/2\text{H}^+ \rightarrow \text{S} \quad \text{Dim} \quad \text{H}^2\text{O} - 2\text{e}^-/2\text{H}^+ \rightarrow \text{S}
\]

The donating ability of a sulfur atom (soft nucleophile) may contribute [46] to stabilization of $S\equiv S$ bridges in an intramolecular manner. This is particularly true [47] with cyclic dithioethers, for which transannular interaction plays a role in the product distribution (the one-electron oxidation yields the dimeric dication while the two-electron oxidation yields the monomeric dication). Both forms can be isolated as salts.

\[
\text{Dim} \quad 2\text{ClO}_4^- \rightarrow \text{S} \quad 2\text{ClO}_4^- \rightarrow \text{S}
\]

The anodic oxidation of aromatic thioethers allows their conversion [48] to dimeric sulfonium salts via an electrophilic...
substitution. The reaction is globally mono-electronic:

\[
\begin{align*}
\text{Ph} & \quad \text{SR} \\
\text{SR} & \quad \text{Ph} \\
\text{Bu}_4\text{NBF}_4/\text{acetonitrile} & \quad \text{platinum anode} \\
\text{MeCN} & \quad \text{LiClO}_4 \\
\text{K}_2\text{CO}_3 & \quad \text{LiClO}_4 \\
\text{24\%} & \quad \text{96\%} \\
\end{align*}
\]

N.B. Competition between the sulfonium formation and that of sulfoxide can be clearly exemplified with dibenzothiophene, where two different types of bases are used in situ (extraction of protons). With lutidine, sulfoxide is obtained probably from the residual water contained in the lithium perchlorate. On the contrary, insoluble bases (like inorganic carbonates) appear to strongly favor a mild electrophilic substitution.

However, such an oxidation process can lead [46] to more complex salts when the para position on the aromatic ring is already occupied.

Lastly, the oxidation of dibenzothiophenes with electron donating substituents, such as alkoxy or amino groups, unexpectedly affords extremely stable radical cations [48] that can be used in organic chemistry as convenient oxidizing species with the oxidative abilities depending on their standard potential \(E^\circ\). The salt given below is electrically conducting and for this reason is readily obtained in very large amounts (yield: 73\%) as a thick deposit on graphite anodes (electrolyte: acetonitrile +0.1 M LiClO\(_4\)). Many other radicals have been obtained, and their standard potentials have been published [49].
6.5 Electrochemical Conversion of Main Organic Functions in Aqueous and Protic Organic Media

6.5.1 Reduction of Unsaturated Compounds

The literature describes mainly reductions in aqueous media using electrodes with high hydrogen overvoltage (mercury pool cathode, lead, graphite). In this review, we chiefly describe the possibility of hydrogenation of derivatives bearing nitro, nitroso, azo, and azoxy functions, as well as oximes and imines, ketones, and aldehydes.

6.5.1.1 Nitro Group

The cathodic reduction of nitroalkanes (primary and secondary) affords [50] (four-electron reduction in acidic or neutral media) the corresponding hydroxylamines that are often quite difficult to be converted into amines.

However, in situ rearrangement of two-electron products leads to oximes. Of course, the formation of ketone depends on the stability of a nitroso intermediate in the bulk of the catholyte. The conversion of secondary nitroalkanes into ketones is achieved in high yields. On the contrary, tertiary nitroalkanes cannot give oximes and therefore the regular four-electron reduction allows a selective generation of hydroxylamines. Conjugated nitroalkenes are converted (four-electron reduction) into oximes [51] through the unsaturated hydroxylamine.

In general, reduced forms of nitroalkanes possessing electrophilic groups (nitro, keto functions) in an adequate position may lead to in situ cyclization reactions [52]. For example:
Aromatic nitro compounds (ArNO₂), are much more electroactive, and specific reduction steps are seen even in acidic aqueous buffers (e.g. at mercury pool cathodes). In general, two successive steps are observed (a four-electron step followed by a two-electron step) with the formation of hydroxylamine and amine, respectively. The reduction selectivity is therefore very sensitive to the potential applied.

\[
\begin{align*}
\text{ArNO}_2 \quad 4e^- \quad 4H^+ \quad -H_2O & \quad \rightarrow \quad \text{ArNHOH} \\
-2H_2O & \quad 2e^- \quad 2H^+ & \quad \rightarrow \quad \text{ArNH}_2 \\
\end{align*}
\]

In some cases where the aromatic moiety is substitutionally activated by strongly electron-withdrawing group(s), dihydroxylamine species can be obtained in acidic media [53]. Since

\[
\begin{align*}
\text{ArNO}_2 \quad 2e^- \quad 2H^+ & \quad \rightarrow \quad \text{Ar(OH)}_2 \\
-\text{H}_2O & \quad 2e^- \quad 2H^+ & \quad \rightarrow \quad \text{ArNHOH} \\
\end{align*}
\]

nitroso derivatives are more electroactive than the corresponding hydroxylamines, this method can be useful for producing nitroso compounds far from the electrode; these products can then be trapped in different ways (e.g. a fast reaction with sulfinic acid). In a general manner, nitroso derivatives are produced electrochemically [54, 55] by the use of porous percolating electrodes (carbon felt) of the opposite polarity. With such a cell, hydroxylamine produced at the cathode is immediately oxidized at the associated anode.

Aromatic hydroxylamines bearing electron-donor substituents (OR, NR₂, SR) exhibit a limited stability. Thus, reduction products are generally the corresponding anilines. The global mechanism is illustrated [56] below for the case of nitrophenol.

6.5.1.2 Reduction of Functions Possessing at Least One Nitrogen Atom

Oximes are easily reduced [57] in acidic media
to yield the corresponding amines. The azomethine group is easier to reduce than the corresponding carbonyl group. Imines can be easily formed from ketones in aqueous solutions in the presence of a large excess of ammonia or amines. This method [58] readily allows the cathodic conversion of keto groups to amino functions. Imines (although easily hydrolyzed in aqueous media) are also reduced into amines according to a two-electron step.

\[
\begin{align*}
R^\prime\text{C}=\text{N} & \quad \rightarrow \quad R^\prime\text{CH} & \quad \text{H}_2\text{N}_2 \\
4e^- & \quad 4\text{H}^+ & \quad 4\text{H}_2\text{O} \\
\end{align*}
\]

However, Schiff bases (derived from aromatic aldehydes and ketones) lead also to a global two-electron reduction in one or two steps. Reductions at the level of the first step give dimeric diamines.

Nitrosamines are converted [57, 59] into hydrazines in acidic media. The product distribution varies dramatically with pH. Thus, in basic media, only secondary amines are obtained.

\[
\begin{align*}
R^\prime\text{N} & \quad \rightarrow \quad R^\prime\text{NH}_2 \\
4e^- & \quad 4\text{H}^+ & \quad 4\text{H}_2\text{O} \\
\end{align*}
\]

Azobenzenes and azoxybenzenes are readily reduced to hydrazobenzenes [60]. The reduction of azo compounds was found to be chemically reversible, since the corresponding hydrazo compounds afford easily azo compounds under similar experimental conditions (note that the mercury electrode – easily anodically oxidized – cannot be conveniently used for such experiments). The use of redox cells with both porous electrodes permits the synthesis of azocompounds (a one-pot electrolysis) from azoxy compounds.
Aliphatic nitriles are not reduced in aqueous solutions. On the contrary, activated aromatic nitriles can be reduced stepwise into amines. The product distribution strongly depends on pH \([61]\). In acidic media one obtains amines, while neutral or alkaline media lead to cleavage.

\[
\begin{align*}
\text{Acidic} & \quad 4e^- & \quad \text{ArCH}_2\text{NH}_2 \\
\text{Basic} & \quad 2e^- & \quad \text{ArH} + \text{CN}^- \\
\end{align*}
\]

Data concerning the reduction products of a large palette of azo dyes are available \([60]\).

6.5.1.3 Reduction of the Carbonyl Group

In the absence of activation, the carbonyl group (aliphatic ketones and aldehydes) is too weak an electrophore to exhibit a specific reduction in aqueous media. Moreover, aldehydes may lead to hydrates, the reduction of which is even more difficult. On the contrary, activation by a double bond(s) or an aromatic ring in the \(\alpha\) position allows one to reduce carbonyl groups. Thus, in acidic media one observes a one-electron step (reduction of the protonated form of carbonyl) that affords the formation of dimers: a mixture of pinacols with aromatic ketones or coupling in \(\varepsilon\)-diketones with \(\alpha,\beta\)-ethylenic ketones.

\[
\begin{align*}
2\text{ArCOR} & \quad 2e^- \quad 2\text{H}^+ & \quad \text{ArCH} = \text{CHAr} \\
2\text{R'CH} \equiv \text{CH-COR} & \quad 2e^- \quad 2\text{H}^+ & \quad \text{RCH} = \text{CH}_2 - \text{COR} \\
\end{align*}
\]

Generally, the use of basic media may direct the reduction process to a two-electron one.

\[
\begin{align*}
\text{ArC} = \text{O} \quad 2e^- \quad 2\text{H}^+ & \quad \text{ArC} \quad \text{OH} \\
\end{align*}
\]

N.B. The use of protic organic solvents (e.g. DMF or acetonitrile containing an excess of a proton donor like water, phenol, benzoic acid, etc.) may be preferred to a hydroorganic solvent owing to the poor solubility of most of organic substrates. An excess of an acidic agent (and its strength) in the catholyte will increase the rate of the protonation and then favor a two-electron reduction. However, a compromise has to be found, because hydrogen evolution may occur in the presence of an excess of acid and mask the specific step of the substrate reduction (poor coulombic yield and possibility the generation of side products by chemical hydrogenation at the cathode interface).

Coupling reactions are not observed in all cases. With highly bulky substrates, radical dimerization becomes so slow that saturation (case of enones) is found to be the main reaction. This is particularly the case with the brassino steroids (potent plant growth promoters), and the compound depicted below for which a stereoselective saturation process was sought. The best conditions for this process are dimethylformamide containing an excess of benzoic acid and a glassy carbon rod as the cathode. The saturated ketone was obtained \([62]\) with a yield of up to 60%. Other proton donors, like trifluoroacetic acid, were used as well.
Lastly, the electroreduction of prochiral ketones has been extensively studied, especially by using chiral cathodes or chiral electrolytes.

In most of the cases [63–68], whatever the chosen mode of the chirality induction and the nature of the considered medium, experimental enantiomeric excesses generally are low (ee < 20%) and this technique remains to be optimized.

6.5.1.4 Organic Acids and Derivatives
The electrochemical reduction of carboxylic acids and their associated esters is only possible both in the presence of a strong acid and an efficient activation (Ar accounts for an aromatic ring such as pyridine). The reduction leads successively [69] to aldehyde and alcohol.

\[
\begin{align*}
\text{ArCO}_2\text{R} & \rightarrow 2e^-, 2H^+ \rightarrow \text{ArCH}_2\text{OH} & \text{ArCO}_2\text{R} & \rightarrow 2e^-, 2H^+ \rightarrow \text{ArCH}_2\text{OH} \\
\text{Ar} & \text{C} = \text{O} & \text{Ar} & \text{C} = \text{O} \\
\text{R} & \text{CH} \cdot \text{OH} & \text{R} & \text{CH} \cdot \text{OH} \\
\text{Chirality agent} & \text{(homogeneous or heterogeneous)} & \text{Chirality agent} & \text{(homogeneous or heterogeneous)}
\end{align*}
\]

Since aldehydes are, in general, more electroactive than the corresponding acids or esters, alcohols can be obtained according to a sole four-electron step. If, on the contrary, the hemiacetal transient is fairly stable, the aldehyde may be isolated from the solution or be continuously trapped as soon as it is formed in the catholyte.

Aromatic amides are also electroactive at mercury or lead cathodes in strongly acidic solutions and afford amines. The use of less acidic solutions [70] leads to the reductive scission of the amide C–N bond.

\[
\begin{align*}
\text{ArCONHR} & \rightarrow 4e^-, 4H^+ \rightarrow \text{ArCH}_2\text{NHR} & \text{ArCONHR} & \rightarrow 2e^-, 2H^+ \rightarrow \text{ArCH}_2\text{OH} + \text{NH}_2\text{R}
\end{align*}
\]
6.6 Scission of Chemical Bonds by Means of Cathodic or Anodic Electron Transfers

A large number of examples of electrochemical bond scissions (carbon−carbon, carbon−heteroatom, heteroatom−heteroatom) have been reported to date. Quite a large number of these reactions may have applications in organic synthesis, since they may be used in the efficient deprotection of various functional groups. One-electron bond cleavages (often through a charged radical) can also be seen as a potential source of free radicals (e.g. alkyl and aryl radicals) and therefore might be fully utilized in radical chemistry (such as the addition to radicalophilic systems and/or induction of radical chains).

Obviously, it is within the reduction range that examples of electrochemical bond cleavages are by far the most numerous. Numerous examples deal with scissions of carbon−halogen, carbon−nitrogen, and carbon−sulfur bonds, but more rarely carbon−oxygen bonds. Mostly such cleavages result [71] in electron transfers to antibonding \( \sigma^* \) or \( \pi^* \) molecular orbitals. In the first case, the uptake of an electron onto the organic substrate and cleavage reaction occur simultaneously; the electron transfer is called dissociative (resembling that of a very fast nucleophilic substitution, where the acting nucleophile is the electron itself).

\[
\begin{align*}
R-X + \epsilon^- & \rightarrow R^- + X^- \\
(X: \text{potential leaving group})
\end{align*}
\]

In the second possibility, the electron can be first transferred to a \( \pi^* \) orbital to form a transient radical anion which subsequently evolves the scission sequence. This scheme is often specific to aromatic and heteroaromatic structures.

\[
ArX + \epsilon^- \quad \text{ArX}^- \quad \text{Ar}^+ + X^-
\]

The electrochemical method is therefore very attractive for generating free radicals in appropriate solvents (not strong H donors). Nevertheless, one has to obtain information about the redox potential concerning the free radical itself (possibly reduced rapidly at the cathode, in the case of a dissociative transfer giving a global two-electron process in which a free radical cannot be detected). In order to circumvent this difficulty, an elegant method is to use redox catalysis to generate free radicals by homogeneous electron transfer from \( \pi \)-acceptor anion radicals (or from any soluble adequate redox system). Also, it is worth noting that when the scission of the Ar−X bond is desired, one should consider the use of aprotic polar solvents.

6.6.1 Main Cathodic Scission Reactions of Carbon−Heteroatom Bonds

Organic halides, especially iodides and bromides, are quite easily cleaved at mercury or glassy carbon electrodes. When not activated, chloroderivatives require highly negative potentials (e.g. \(-2.8 \text{ V versus SCE}\)).

\[
\begin{align*}
RX + \epsilon^- & \rightarrow RX^- \\
R^- + X^- + \epsilon^+.H^+ & \rightarrow RH
\end{align*}
\]
The ease of reduction increases with the number of halogens substituted at a given carbon atom:

\[-\text{CX}_3 > \text{CX}_2 > \text{C-X}\]

Thus, the persubstitution at a terminal carbon by three fluorine atoms makes possible at least one bond scission (a two-electron reduction).

The position of the heteroatom may also strongly affect the global reactivity of the molecule. Thus, ethers, esters, thioethers, and even amines, that are normally weakly reactive toward the electron, can afford cleavage at the condition to be in an activated position (benzylic or allylic) to the X group (a fast cleavage of the radical anion results in a large shift to less cathodic potentials when the global bielectronic step is considered). In a different way, the reduction of ethers and amines could be achieved only under the conditions of the Birch reaction (i.e. reduction by Li metal in amines or by a solvated electron).

These conditions can be electrochemically mimicked (use of amines as solvents and a dried lithium salt as electrolyte). In the two examples given below [1a], it must be recalled that in the first one the cleavage reaction is kinetically prominent, while under the Birch reaction conditions one observes a partial saturation (protonation reaction) of the aromatic ring.

Below are exhibited some useful reactions based on the cathodic cleavage of bonds, which can be seen often as a source of free radicals (homogeneous or heterogeneous cleavage reactions):

Lastly, intramolecular cyclizations (presumably provoked by the transient radical)
can occur [72]:

\[
\text{Ph-CH}=\text{C}(\text{CH}_2)_3\text{I} \xrightarrow{\text{e}^- / \text{I}^-} \text{PhC}=\text{C}(\text{CH}_2)_3\text{H}
\]

\[
\text{Ph} \xrightarrow{\text{SH} / \text{S}^-} \text{PhH}
\]

6.6.2 Other Types of Bond Scissions

Of course, the facility for scission electron transfer should be influenced by the bond strength and the electron density relative to these bonds. Thus, atom sequences like carbon–carbon and heteroatom–heteroatom (like \(R-X-X-R\)) can be cathodically cleaved. The susceptibility of such structures to be cleaved in this manner depend both on the \(\pi^*\) level of the MO relative to R groups and the \(\sigma^*\) level specific to the X–X bond. Many examples can be quoted in the cathodic cleavage of C–C, S–S, S–O, S–N, P–S, P–N, and so on. Some of them are considered to be of economic interest (e.g. cathodic cleavage of the S–S linkage for the conversion cystine into cysteine).

Some studies mention the cleavage of dianion \(\pi\) acceptors, which looks like a homolytic cleavage by cathodic activation. When electron-poor bonds are considered, this type of scission should not be confused [73] with retrodimerization of pinacols (or any dimer with labile hydrogens) in strongly basic media:

\[
\text{Ar'OH} \xrightarrow{2\text{BH}^-} \text{Ar'COH} \xrightarrow{2\text{BH}^-} \text{Ar'C} \quad \text{Disproportionation and protonation by BH}
\]

\[
\text{Ar'C} \quad \text{Ar'C} = \text{Ar'C} + \text{Ar'C} \equiv \text{O}
\]

As to the oxidation, an opposite situation may exist [74a] since only strongly electron-enriched bonds are able to undergo scission.

Lastly, let us consider [74b] the case of diphenyl pyridazine, which, when reduced in the presence of acetic anhydride as an electrophile, exhibits a potential reversible closure of the ring in the oxidative
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6.6.3 Application of the Electrochemical Scission of Bonds to the Chemical Deprotection

The presence in an organic structure of several functions of similar reactivity toward the same reagent led organic syntheses to the development of the concept of selective protection and deprotection. Numerous protecting groups have been successfully used, but all of them must obey the following criteria:

- the obtaining of the protected substrate has to be selective and is to be achieved in high yields;
- the removal of the protecting group (deprotection process) has to be simple, facile, and without any modifications to the rest of the organic structure; and
- the protecting group must not bring in a supplementary functionality.

However, the major problem met by organic chemists concerns function deprotection, which can be, in some cases, delicate owing to new, unfavorable electronic effects or the necessity to use strongly reactive agents (hydrolysis in highly acidic media or the use of polluting reagents) that are consequently weakly selective.

In many cases, the electrochemical technique recently developed has been shown to be a fruitful alternative to chemical deprotection. Thus, organic chemistry functions that are mainly involved in protection/deprotection processes are mostly aldehydes and ketones, amines, alcohols, and thiols; carboxylic acids can also be quoted, although their esterification as well as their ester hydrolyses are not straightforward.

The cleavage of a protecting group by electrochemical means, when such a method is applicable, can be considered as advantageous for the following reasons:

- The equipment is simple (a two-compartment cell with adequate electrodes and a source of current – potentiostat or galvanostat).
- The reaction needs, in principle, only electron transfer. There are therefore no predictable side reactions, but the choice of the solvent (nucleophilic for anodic deprotection) can be crucial.
- The potential or current can be adjusted (and controlled carefully during the course of the reaction) in order to render the deprotection regioselective (control of the potential or the amount of charge).
- Sometimes the use of redox mediators (with electron transfer now taking place in the homogeneous phase) may contribute to better selectivity. Thus, deprotection can be carried out under very mild conditions.

6.6.3.1 Anodic Deprotection of the Carbonyl Group: Cleavage of C–S Bonds

Numerous organic syntheses, particularly those concerning natural products analogs, involve polyfunctional systems
often possessing one or several carbonyl functions. These groups can be easily protected at the stage of acetals, dioxolanes, thioacetals, or dithianes. Their deprotection can be achieved by oxidation processes [75] or hydrolysis reactions [76, 77] (e.g. catalysis by acids or metallic salts, respectively). Especially in the case of dithioacetals and dithianes, the anodic oxidation is now widely considered as a nice method to regenerate carbonyl compounds. Macroscale electrolyses allow carbonyl group recovery, consumes 2 F mol\(^{-1}\) and therefore the current integration can be regarded as an efficient control to obtain maximum yield. The generally admitted mechanism [79, 80] with dithianes involves C–S bond scission at the stage of the radical cation followed by an attack of a nucleophile (usually water). Treatment by acidic water during the workup affords carbonyl function recovery.

Chemical reactivity of mono- or polysaccharides can be complex owing to the presence of multiple hydroxyl groups, which must be masked temporarily under ester or dioxolane forms. Conditions of deprotection of carbonyl groups of D-galactose, D-mannose, and D-glucose hidden by dithioacetal functions was shown to be successful [81]. The excessive acidity in the anodic compartment of the cell can be efficiently neutralized by the addition of sodium carbonate. Under such conditions, deprotection yields may reach 65 to 85% without the hydrolysis of other protecting groups, if any. Other examples can be given in the field of deprotection of β-ketophosphonium salts [82] with
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quantitative yields.

\[
\begin{align*}
\text{Ph}_3\text{P}^+ & \xrightarrow{\text{ClO}_4^-} \text{R}^1\text{H}R^2 \\\text{Platinum or glassy carbon anode} \\
\text{Ph}_3\text{P}^+ & \xrightarrow{\text{ClO}_4^-} \text{R}^1\text{H}R^2 \\
\text{O} & \xrightarrow{\text{O}} \text{C}_2\text{H}_5 \\
\end{align*}
\]

The total synthesis of brevicomine, which is the pheromone of a parasite of west American pines has as a starting building block the following \(\alpha\)-diketone chemically obtained as its monodithiane:

At this level, all chemical deprotection attempts (including concentrated sulfuric acid) failed. On the contrary, the anodic deprotection (potential applied: +1.35 V versus SCE) yielded diketone with a yield of 70%.

Dithianes and gemdithioacetals could be alternatively oxidized indirectly by means of the redox catalysis method. The technique appeared to be particularly mild and mainly avoided inhibition and adsorption phenomena relative to the anode platinum interface. Thus aromatic hydrocarbons (e.g. 9,10-diphenylanthracene) [83] and judiciously substituted triphenylamines [84] afford quite stable cation radicals used homogeneously as oxidants. Their standard potential, \(E^{\circ}_{\text{ox}}\), will determine the rate of electron exchange with the concerned sulfur compound. The cleavage of a C–S bond in any dithiane can be regarded as fast enough to draw the redox catalysis process to the indirect oxidation.

6.6.3.2 Amine Function Deprotection: 
Cathodic Cleavages of C–S and N–S Bonds

Peptidic synthesis by means of amino acid condensation implies protection of the amine function in one of the substrates and that of the acid function in the other.

\[
\begin{align*}
\text{R}^1&\text{CH--CO} & \text{R}^2&\text{CH--CO} \\
\text{NHP}^1 & \text{NH} & \text{NHP}^2 & \text{NH} \\
\end{align*}
\]

In order to build the amino acid chain, the chemist has to selectively eliminate protecting groups \(\text{P}^1\) and \(\text{P}^2\).
The classical protection modes consist in the replacement of hydrogen atoms by a substituent of strongly withdrawing effect like:

- $\text{SO}_2\text{CH}_3$: Paratoluene sulfonyl
- $\text{COOCH}_3$: Boc (alkyl or aryloxycarbonyl)
- $\text{COOCH}_2\text{CH}_2\text{Y}$ with $\text{Y} = \text{F}, \text{Cl}, \text{Br}, \text{and I}$

Thus cathodic cleavage of the $N\text{--}S$ bond occurs according to a global two-electron process in a nonaqueous medium.

\[
\begin{align*}
\text{R}_1^1 \text{R}_2^2 \text{N} &- \text{SO}_2 \text{Ar} \overset{\varepsilon^-}{\rightarrow} [\text{R}_1^1 \text{R}_2^2 \text{N} - \text{SO}_2 \text{Ar}]^- \\
&\rightarrow \text{R}_1^1 \text{N}^- + \text{ArSO}_2^- \\
&\overset{\varepsilon^-, \text{H}^+}{\rightarrow} \text{R}_1^1 \text{R}_2^2 \text{NH}
\end{align*}
\]

As a matter of fact, the synthesis of polyaminomacrocycles or and multiheteromacrocycles often needs the step of deprotection of amines blocked under the form of tosyl (Ts) or mesylamide (Ms). The electrochemical method was revealed [85, 86] to be very well adapted to applying deprotection in a very mild and selective manner.

\[
\begin{align*}
\text{Ts} &- \text{N} \overset{\varepsilon^-}{\rightarrow} \text{Ms} \\
\text{Ts} &- \text{N} \overset{\varepsilon^-}{\rightarrow} \text{Ms} \\
\text{Ms} &- \text{N} \overset{\varepsilon^-}{\rightarrow} \text{Ms}
\end{align*}
\]

However, only the Ts groups, which are electrophores ($\pi^*$ level is sufficiently low) in comparison with Ms (mesylate), are electroactive [87, 88]. Thus, the electroactivity difference between these two groups is easily perceived in the reduction of some tetraamides as exemplified below:
However, it is worth noting that the cleavage reaction of secondary tosylamides, as well as of those possessing a benzyl group on the nitrogen atom, must be achieved [89] in the presence of an excess of a proton donor, the $pK_a$ of which is smaller than that of sulfonamide. In fact, the substrate may play the role of a protonating reagent toward EGB (vide infra) leading then to a partial decomposition of the starting tosylamide, more or less, especially of those with benzyl groups.

On the other hand, the electrochemical reduction of carbanates (also deprotection of amine functions) occurs [90], but at rather negative potentials ($-2.0$ V versus $\text{Ag}^+/\text{Ag}$ system).

More electroactive protecting groups (such as $p$-$\text{NO}_2\text{C}_6\text{H}_4\text{SO}_2^-$ and $p$-$\text{NO}_2\text{C}_6\text{H}_4\text{CH}_2\text{SO}_2^-$) may also be used with amines. Activation by a nitrogroup makes that reduction occur much more easily. Indirect reductions of tosylamide have also been reported.

### 6.6.3 Protection and Deprotection of Alcohols and Thiols

In general, the breaking of the carbon–oxygen bond appears difficult to achieve and needs activation by strongly polar groups. For these reasons, alcohol deprotection is carried out cathodically under the form of benzylic [91] and allylic [92] ethers as well as tosylates [91]. Thus, Torii [93] used the 4-nitrobenzyl group to protect alcohols. The deprotection was carried out in two steps: (1) reduction of the nitrogroup of the amine and (2) oxidation of the amine at a platinum electrode (yield up to 93%).

R—OH + BrCH$_2$NO$_2$ $\rightarrow$ RO—CH$_2$NO$_2$  

| Deprotection phase | 1 Reduction RO—CH$_2$NO$_2$ $\rightarrow$ RO—CH$_2$NH$_2$  | 2 Oxidation RO—CH$_2$NH$_2$ $\rightarrow$ RO—CH$\equiv$NH $\rightarrow$ ROH |
Oligosaccharide synthesis very often needs the protection of the alcoholic functions of a sugar. The specific protection by \( \pi \)-methoxyphenyl and its oxidation giving back the OH function in the anomeric position have been achieved [94] in good yield (74%).

Steckhan [95] used, to good account, the oxidative redox property of 4-methoxybenzyl (MBZL) to achieve thioether deprotection by means of indirect oxidation (thanks to the tris-(4-bromophenyl amine radical cation)). A very similar approach was proposed for alcohol deprotection. The scheme below required that the \( E^0 \) of the triarylamine used as a mediator be lower than \( E^0 \) of the thioethers. The equilibrium is displaced by the fast cleavage reactions at the stage of the radical cation (see below).

6.7 Electrosynthesis as a Tool for a New Solid-Phase Methodology

Since the 1960s, the tremendous activity devoted to solid phase chemistry has found a renewal of interest with the emergence of a new concept, the combinatorial synthesis [96], which now finds various applications in both academic research and in industry. On the basis of the difference in solubility between a polymeric material and a simple reactant or impurity, the following cleavage from the support and the recovery of the desired product have led to the development of
milder and more selective methodologies. Among the wide range of processes used, the photochemical and the electrochemical ones are now evolving. The latter, particularly, involve new conducting polymers electrogenerated at a solid cathode. The originality of this method consists in the cathodic liberation of supported materials. This electrochemical cleavage proceeds through a two-electron mechanism (see Sect. 6.6.3) via a radical anion, which decomposes readily to sulfinate ions and radicals.

$$\text{Ar SO}_2 \text{XRR'} \rightarrow e^- \rightarrow \text{Ar SO}_2 \text{XRR'}^-$$

$$\text{Ar SO}_2 \text{XRR'}^- \rightarrow \text{Ar SO}_2^- + \text{RR'}X^-$$

$$\text{RR'}X^- \rightarrow \text{RR'}X^-$$

Ar : phenyl, naphthyl X : CH, N

The fast protonation in the solution of the resulting anion gives the subsequent product. Taking advantage of this well-known procedure [97], its extension to the design of a new solid-phase methodology has been developed by the Simonet’s group. For this purpose, new conducting polythiophenes (PT) bearing an electroactive aryl sulfone or the sulfonamide moiety have been synthesized.

As an example, the PT matrix (spacer: -(CH$_2$)$_2$OCH$_2$-and Ar: phenyl) generated by electrodeposition on platinum or on a glassy carbon plate (area = 5 cm$^2$) at constant potential (+1.40 V versus 0.1 M Ag$^+$/Ag reference electrode in acetonitrile, anodic charge = 2 C) was found to afford an interfacial functionalization of 2 µmol cm$^{-2}$. Moreover, a direct functional group accessibility can be electrochemically measured with further complete polymer (PT) recycling by using electroactive probes [98].

Most of the tested, functionalized PTs exhibit satisfactory electrochemical stability with highly reversible $n$- and $p$-doping,
partly because of the presence of a sulfonamide moiety [99]. This new interfacial process, starting from the electrogenerated sulfonylchloride PT, has been validated in the synthesis of various polyamine precursors, which were obtained with yields ranging from 40 to 60%.

Thus, the deprotected secondary amine shown in the scheme below has been obtained in 60% yield according to the following sequence:

Besides their good electrochemical stability, most of the tested polymers present an identical behavior toward usual chemical reagents as well as a functionalization similar to the "classical" polystyrene beads. All supported molecules formed by successive chemical steps were cleaved off from the conducting resin by the cathodic S—N bond scission of the aryl sulfonamide moiety.

This electrochemical cleavage appeared to be faster (less than 1 mn) than the parent chemical [100] or photochemical [101] processes. These mild and fast conditions should therefore be of particular interest for the synthesis of fragile compounds such as acid labile derivatives. Finally, considering the small amount of products obtained at the cathode interface, this methodology currently seems fully applicable for combinatorial chemistry.

6.8 What is the State of the Art for Organic Silicon Derivatives?

6.8.1 Electroreduction

The electroreduction of silicon derivatives has to be focused on organylchlorosilanes, which usually consist of a Si—Cl bond cleavage resulting in silyl anionic...
species. Because this process requires highly negative potentials, not many organic compounds are electrochemically inactive under these conditions to be suitable electrophiles in the reaction with electrogenerated silyl anions. More often, it is a starting molecule itself that acts as a trap for silyl anions, so the reduction of chlorosilanes results in $\text{Si}^-$-$\text{Si}$ products.

Main products of the electroreduction of organylchlorosilanes in carefully dried organic polar solvents are the corresponding hexaorganyldisilanes [102].

$$2 \text{R}_3\text{SiCl} + 2e^- \rightarrow \text{R}_3\text{SiSiR}_3$$

When reducing a mixture of two monochlorosilanes, cross-disilanes were obtained, usually along with some amount of a symmetrical disilane formed from the easiest-to-reduce starting chlorosilane [103].

$$\text{R}_3\text{SiCl} + \text{Me}_3\text{SiCl} + 2e^- \rightarrow \text{R}_3\text{SiSiMe}_3$$

$$\text{R} = \text{Alk}, \text{Ar}$$

Similarly, reducing mono- and dichlorosilanes and disilanes taken in different combinations (e.g. $\text{R}_2\text{SiCl}_2 + \text{R'}_3\text{SiCl}$; $\text{R}_3\text{SiSiR}_2\text{Cl} + \text{R}_3\text{SiCl}$; $2\text{R}_3\text{SiSiR}'_2\text{Cl}$; $2\text{R}_3\text{SiSiR}_2\text{Cl} + 2\text{R}_2\text{SiCl}_2$, etc.) yield tri-, tetra-, and pentasilanes [102, 104, 105].

Silyl anions, electrogenerated by the cathodic reduction of polyfunctional chlorosilanes, react with remaining $\text{Si}^-$-$\text{Cl}$ bonds of the starting molecules or of intermediately formed oligomers to give linear polysilanes. The molecular mass of the resulting polysilanes depends on the electrolysis conditions (solvent, electrode material, supporting salt, etc.) [102, 105–108].

$$\text{R}_1\text{R}_2\text{SiCl}_2 \xrightarrow{4e^- + 8e^-} \text{R}_1\text{R}_2\text{Si}^-(n)$$

$$\text{R}_1, \text{R}_2 = \text{Ar}, \text{Me}$$

Since organylchlorosilanes are good electrophiles in $\text{S}_\text{N}^2$ reactions, another possibility for cathodic synthesis of organosilicon compounds is the reaction of an electrogenerated nucleophile with various chlorosilanes. The most developed are processes involving C–nucleophiles, obtained by the electroreduction of an appropriate halogen derivative, more often a chloride. Some of these processes have turned out to be efficient alternative synthetic routes to C–Si compounds and witnessed the award of several patents [109]. The active center of such a C–nucleophile can be $\text{C}_{\text{sp}^3}$ [107] or $\text{C}_{\text{sp}^2}$ [110] carbon. It seems that $\text{C}_{\text{sp}}$ carbanions, electrogenerated by reducing a C–$\text{H}$ bond in phenylacetylene, can also react with chlorosilanes, though the mechanism of formation of silylated products is not yet clear [111, 112]. In this reaction, linear and cyclic alkylsilanes [107, 109, 113], allyl and vinylsilanes [114], benzylsilanes [115], and aryl [110, 116], and heteroarylsilanes [117] were obtained. The use of polyhalogenated aromatics in this process provides an easy and selective route to polysilylated aromatic products [110].

Not only halogenorganic derivatives but also various organoelement compounds, which are easier to reduce than chlorosilanes, can be involved in a similar process. A number of electrogenerated organoelement nucleophiles substitute Cl in chlorosilanes to give different silylated
products at relatively low cathodic potentials.

\[
\begin{align*}
R^- & \xrightleftharpoons{+2e^- + X^-} R^- \\
R^- + \text{SiCl}_2^- & \rightarrow \text{Si}-R^-
\end{align*}
\]

Here \( R^- \) represents \( N^- \) [118], \( O^- \) [119], \( S^- \) [120], \( Se^- \) [121], \( Ge^- \) [122], and \( Sn^- \) [123] nucleophiles. The electrochemical generation of nucleophiles from the substrates initially inactive toward chlorosilanes, affected immediately in the presence of the latter, provides a very convenient way for obtaining a large palette of organosilicon products.

Finally, let us note that the electroreduction of trimethylarylsilanes themselves leads to silylated products with the loss of aromaticity [124].

### 6.8.2 Electrooxidation

Among the most thoroughly explored reactions in anodic silicon electrochemistry are the processes of direct and indirect anodic substitution, both based on the high ability of the \( \text{Me}_3\text{Si} \) group to cationic elimination. In the first group of these reactions, a silicon substrate undergoes oxidation giving electrophilic species that react with an external nucleophile [125]; in the second, an organic compound is oxidized to produce an electrophile that attacks organosilanes, usually allylsilanes, \( \beta \)-silylated electron-rich systems [126], or silyl enol ethers [127]. Thus, a large variety of processes of direct anodic substitution were realized, providing convenient ways for functionalization of allyl, benzyl, carbonyl, carboxy, ether, amino, and thio derivatives. An example of such a reaction is the anodic fluorination of silanes and polysilanes [125]. Below, reactions using two different types of fluorinating reagents are shown:

\[
\begin{align*}
\text{R}_3\text{SiR} & \xrightarrow{-2e^-} \text{R}_3\text{SiF} \\
\left(\text{Si}\right)_n & \xrightarrow{-2e^-} \text{F}\left(\text{Si}\right)_n\text{F}
\end{align*}
\]

Oxidizing tetraorganylsilanes in the presence of some carboxylic acids, alcohols, or water yield the corresponding benzyl and allyl derivatives [126, 128]:

\[
\begin{align*}
\text{RCHSiMe}_3 & \xrightarrow{-2e^- / \text{Nu}^-} \text{RCH}_2\text{Nu} \\
\text{R} & = \text{Ph, CH}_2\text{CH}; \\
\text{Nu} & = \text{ROH, RCOOH, H}_2\text{O}.
\end{align*}
\]

A similar process with \( \beta \)-silyl amines, carbamates [129], ethers [130], sulfides [130], or selenides [131] also results in the displacement of the \( \text{Me}_3\text{Si} \) group with an appropriate nucleophile.

Indirect anodic substitution was used for a functionalization of heteroatom (O, S, N) \( \alpha \)-substituted organylstannanes and organylsilanes, and of triphenylphosphine [127].

### 6.9 Some Words about the Use of Selenium in Organic Synthesis

#### 6.9.1 Electreduction

The behavior of selenium organic compounds appears to be similar to that of the sulfur analogs. The electrochemical reduction of a mixture of \( \text{Ph}_2\text{Se}_2 \) with arylalogenides bearing acceptor substituents [132], or with an aliphatic
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bromide [133] results in corresponding arylselenides.

\[ \text{Ph}_2\text{Se}_2 + 2e^- \rightarrow 2 \text{RSePh} \]

Likewise, in organic chemistry, the \( \beta \)-elimination of selenoxides is very important when electrochemically oxidizing organylselenides containing a \((\text{Se})\text{Csp}^3\)–H fragment. This reaction, combined with the above selenylation, is a key step in a whole series of selenium-catalyzed processes of the functionalization of organic compounds [138a, 139].

The use of sacrificial Se electrodes, producing \( \text{Se}^{2-} \) and \( \text{Se}^{22-} \) anions under cathodic polarization, allows one to obtain diorganylselenides and diselenides, respectively [134].

\[ \text{Ph}_2\text{Se}_2 \rightarrow 2 \text{RSePh} \]

6.9.2

Electrooxidation

High localization of the positive charge on the Se atom in electrochemically generated species often results in many interesting processes, both possibly involving a cleavage of bonds formed by Se.

First reported by Torii [135] and Bewick [136], anodic selenenylation of alkenes or enol compounds gives rise to various RSe adducts bearing a nucleophile at a vicinal position [137].

\[ \text{PhSeCH}_2\text{R} + 2e^- \rightarrow \text{PhSeCH(Nu)R} \]

Electrooxidation of diphenylselenide [140] and of a number of cyclic aryl selenides (having no acidic protons at the \( \alpha \)-carbon prone to syn elimination), potentially interesting from the biological point of view, gives selenoxides in different yields [141].

High acidity of a proton in the \( \beta \) position to selenium, increasing even more when the molecule obtains the positive charge upon oxidation, can be used for its oxidative replacement. Thus, the reactions of \( \alpha \)-methoxylation, acetoxylation, and fluorination \((\text{Nu} = \text{MeO}, \text{AcO}, \text{F})\) of alkylaryl selenides [142] have been realized.

\[ \text{PhSeCH}_2\text{R} + 2e^- \rightarrow \text{PhSeCH(Nu)R} \]

Another interesting process is the electrosynthesis of triaryl selenium salts, hard to obtain through traditional chemical ways [143].

\[ \text{Ph}_2\text{Se}_2 + 2e^- \rightarrow \text{Ph}_2\text{SeAr} \]
6.10 Electrochemical Activation of Small Inorganic Molecules Usable in Organic Synthesis

Small molecules can be advantageously activated by electron transfer at cathodic or anodic interfaces. Thus the reduction of dioxygen into the superoxide $O_2^-$ as the primary reaction appears now as being very trivial. But carbon dioxide, sulfur dioxide, tellurium, selenium, and sulfur can be cathodically activated as well, with the formation of nucleophilic entities, the reaction of which in situ can be considered. On the other hand, electrophiles can be generated from nitrogen nitroxide or molecular sulfur. Below are detailed (vide infra) reactions that are related essentially to dioxygen and sulfur, in order to achieve organic synthesis of molecules. Conception and building of electrochemical sensors in relation to the detection of small electroactive molecules do not find their place in the present chapter. Lastly, the anodic oxidation of halides and the electrochemical halogenation of organic molecules (addition, substitution) are treated separately (see section 6.11).

6.10.1 Cathodic Intermediates from Dioxygen and Principal Types of Reactions

Potassium superoxide KO$_2$ is commercially available. But since dioxygen is reversibly reduced in aprotic organic solvents at many types of electrodes (e.g. platinum, glassy carbon), it can be easily formed in situ [144]. The superoxide can be readily protonated: therefore aprotic solvents possessing an efficient proton donor and aqueous solvents permit a two-electron step to occur. This step affords the formation of hydrogen peroxide. Its further reduction can be achieved (conversion into water), but at very negative potential values. A large number of studies exist concerning the electrocatalysis of the latter conversion at chemically modified electrodes (e.g. at electrodes covered by polymers containing metalloporphyrin sites).

\[
\begin{align*}
O_2 & \quad \text{aprotic medium} \\
O_2^- + H^+ & \quad O_2H^- \\
O_2H^- + H^+ & \quad O_2H_2
\end{align*}
\]

The use of molecular oxygen in electroorganic synthesis must take into account the fact that superoxide can act both as a reducing reagent and nucleophile. Additionally, in the presence of fairly acidic substrates (but not electroactive at the standard potential of O$_2$ (in acetonitrile $E_{O2} = -1.06$ V versus SCE)) acidobasic reactions may take place in the bulk of the catholyte (owing to the basicity of O$_2^-$ and O$_2H^-$). Below are described some standard reactions employing dioxygen (or its reduced forms) generated in DMF, principally in the presence of tetraalkylammonium salts.

- acidic substrates (carbon substitution) [145 146]

\[
\begin{align*}
\text{Ph} & \quad \text{Ph} \\
\text{Ph} & \quad \text{Ph}
\end{align*}
\]
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- generation of the hydroxyl radical from hydrogen peroxide [147] (electrochemical Fenton reaction)

\[ \text{O}_2 + e^- \rightarrow \text{O}_2^- \]
\[ \text{O}_2^- + \text{H}_2\text{O}_2 \rightarrow \text{OH} + \text{OH}^- + \text{O}_2 \]
\[ \text{OH}^- + \text{Phenoxy derivatives} \rightarrow \text{Phenol} \]

- coupling superoxide/radical anion of the \( \pi \)-acceptor. Cleavage of \( \text{C} - \text{C} \) bonds [148]

\[ \text{R} - \text{N} \rightleftharpoons \text{C} \rightleftharpoons \text{N} \rightarrow \text{R} \]
\[ 2e^- : \text{O}_2 \quad \text{Aprotic DMF} \]
\[ \text{RNH} + \text{O} \rightarrow \text{RNH} + \text{C} = \text{O} \]

N.B. Dioxygen can be implicated in reactions induced by anodic electron transfers. It is particularly the case in the oxidation of electron-rich double bonds in the presence of molecular oxygen. The reaction below exemplifies such a catalytic process (here in the case of adamantylideneadamantane) with the formation of dioxetane [149, 150]. Note that in this case the reaction is catalytic in electron (i.e. catalytic amount of charge extracted by the anode).

6.10.2 Reduction of Carbon Dioxide

\( \text{CO}_2 \) reduction at metallic electrodes is generally poorly selective [151]. Monoelectronic reduction of carbon dioxide may occur at a platinum cathode in nonaqueous solvents, but at very negative potentials. Catalytic activation of \( \text{CO}_2 \) has been described (e.g. at a cathode modified by a rhenium complex in a hydroorganic solvent), the observed conversions did correspond to the formation of CO and formic acid. In organic synthesis, \( \text{CO}_2 \) was mainly used as an electrophile (toward electrogenerated anions from \( \pi \)-acceptors or electrogenerated nucleophiles when adequate transition metals ions were present in situ) for the purpose of carboxylation.

6.10.3 Cathodic Behavior of Sulfur, Tellurium, and Selenium: an Easy Way of Forming Specifically Reactive Nucleophiles

Although sulfur (S\(_8\)) is poorly soluble in organic solvents, particularly in polar ones, it can be electrochemically activated by the use [152] of solid sulfur/carbon electrodes (produced by melting and solidifying mixtures S/C generally in the ratio 2/1 w/w). Under electrochemical polarization, nucleophiles from S\(_8\) can be formed and allowed to react in situ with nonelectroactive electrophiles. Product distributions after the electrolyses are in agreement with the formation of nucleophiles principally like S\(_2^-\) and S\(_2^{2-}\). Thus the use of sulfur sacrificial cathodes permitted elegant synthesis of persubstituted thiophenes [153]:
Many other examples of the addition of electrogenerated nucleophiles from sulfur on activated olefins are available [154]. However, such reactions are rarely specific and regioselective.

Similarly, the cathodic formation of Se$_2^{2-}$ and Se$_2^{2-}$ (to be reacted with a large palette of electrophiles in situ) from solid selenium (with the help of ultrasound for activating its reduction) has also been reported. This method appears to be of interest for a safer chemistry when using organic derivatives of selenium and tellurium.

6.10.4 Anodic Activation of Molecular Sulfur and of S–S Bonds

The use of sulfur sacrificial anodes readily allows the activation of sulfur, principally in methylene chloride. The reaction takes place at rather positive potentials (at a platinum anode) and was shown to correspond to the equation:

$$\text{S}_8 + 2.0 \text{ V vs SCE} \rightarrow 8\text{S}^{2+} + 16\text{e}^-$$

After electrolysis, the solution of [S$^{2+}$, 2BF$_4^{-}$] in CH$_2$Cl$_2$ is transferred into a flask (the absence of moisture is necessary) and is allowed to react with a large palette of nucleophilic entities or donors. Thus, with aromatic systems, C–S–C linkages can easily be formed.

$$2\text{XArH} + \text{S}^{2+} \rightarrow \text{XAr} = \text{ArX} + 2\text{H}^+$$

The regioselectivity [155] can be changed with the acidity of the considered medium.

With other nucleophiles, such as thiols [156], S–S–S linkages are generated in good yield. However, the side formation of S–S bonds could be provoked by the oxidative properties of S$^{2+}$.

$$2\text{RSH} + \text{S}^{2+} \rightarrow \text{RS} = \text{SR} + 2\text{H}^+$$
N.B. Similarly, useful electrophiles can be readily generated from the anodic oxidation of disulfides.

\[
R\text{-}S\text{-}S\text{-}R \xrightarrow{-2e^-} 2RS^+
\]

Through this path, electrophilic substitution and addition can be achieved on aromatic and unsaturated substrates. It appears to be a good way to introduce the MeS group in a fairly regioselective manner.

The anodic oxidation of \(\text{I}^-\), \(\text{Br}^-\), and \(\text{Cl}^-\), and the active species generated by the oxidation may be useful in organic synthesis. The use of halides in electrochemistry has to be classified in two categories: (1) generation of the oxidizing species and (2) halogenating reagents.

Thus, \(\text{Br}^-\) and \(\text{I}^-\) can advantageously be used as mediators in some specific, indirect oxidations. Let us quote the oxidation of furan \([161]\) in methanol in the presence of a catalytic amount of ammonium bromide:

\[
\text{OH(R)} \xrightarrow{\text{CH}_3\text{S}^+ -\text{H}^+[157]} \text{OH(R)} + \text{CH}_3\text{SMe}
\]

\[
\text{H}_2\text{O/}\text{H}^+ \xrightarrow{[158]} \text{RS} \xrightarrow{\text{N}=\text{CCH}_3} \text{RSCH}_2\text{C}=\text{CH}_3
\]

as well as the oxidation of alcohols \([162]\) in excellent yield, in the presence of potassium iodide.

However, the above schemes do not work with a tertiary \(R\). The oxidation of the corresponding disulfides yields essentially tertiary carbocation. Consequently, oxidations performed in nitriles \([160]\) can be considered as an elegant route (via the Ritter reaction) to a large palette of amides.

\[
\text{t-BuSSBu-t} \xrightarrow{-2e^-} 2\text{tBu}^+ + \text{S}_2
\]

Such a mediator was successfully used \([163]\) to obtain 2,5-dihydro-1\(H\)-imidazoles from ketones in liquid ammonia.
Br\(^-\) and Cl\(^-\) were also employed to prepare, from C=C bonds, epoxides in excellent yields [164].

Such a process was also recently applied for the successful industrial synthesis of mucic acid from the indirect oxidation of galacturonic acid [165].

On the other hand, the generation of I\(_2\), Br\(_2\), and Cl\(_2\) at the anodic interface may afford specific reactions toward organic substrates. Thus, unsaturated bonds that are electroinactive can lead [166] to addition, especially in a nucleophilic solvent like acetonitrile.

Accordingly, the iodoamidation of cyclohexene in acetonitrile was shown to result in quantitative yields. The chlorination of benzene derivatives [167] as well as the iodination of anisole (mixture of the three isomers [168]) was also reported. However, these substitution reactions required very positive potentials, suggesting that the organic substrate has to be concomitantly oxidized.

### 6.12 Anodic Fluorination

The introduction (by substitution or addition) of one or several fluorine atoms to an organic molecule can be achieved anodically [169]. For that several methods or processes exist. Electrolyses can be conducted directly in anhydrous hydrogen fluoride (Simons process). Such anodic reactions (e.g. substitution of alkanes) assume in principle the primary oxidation of the substrate (into a radical cation or a cation) with which the oxidation products are allowed to react in situ with HF. Thus, such fluorination reactions have to be achieved at very positive potentials and are often poorly selective. On the other hand, fluorination can be also achieved in the presence of the fluoride ion in conventional solvents like acetonitrile, nitromethane, and sulfolane. In such cases, the F\(^-\) ions (as nucleophiles) belong to the electrolyte: use principally of R\(_4\)NF, R\(_4\)NF\(_x\)HF, or Et\(_3\)N\(_x\)HF. Numerous substitution reactions have been reported, especially when the CH function is activated by the presence of an electron-withdrawing group in the \(\alpha\)-position. For example:
At more positive potentials, another fluorination step occurs and allows also the formation of gem-difluorinated compounds in high yields.

6.13 Zero-current Electrolyses

Electrochemistry has also been widely used to form EGAs in the cathodic compartment and EGBs in the anodic compartment in order to carry out specific reactions. Such bases and/or acids can be formed from probases and/or proacids, judiciously chosen in order to obtain the pK's necessary to induce organic reactions in situ. Also, in this review, one can quote some examples of the formation of free radicals capable of inducing radical chains. In this respect, the use of electrochemistry for triggering of SRN reactions [170, 171] via electrogenerated transient species (ECE processes, in which the electricity consumption is practically zero) is worth mentioning. This reaction was mainly studied in the case where an electrophilic aryl radical Ar• is formed (via heterogeneous electron transfer, essentially). The main conditions are: (1) a fast addition of the nucleophile onto the aryl radical, (2) a fast electron exchange between ArNu− and ArX, and (3) the use of solvents that are H donors, in order to limit the formation of ArH, which is considered as a termination reaction of the radical chain.

Lastly, cyclodimerization and cycloadditions can also be achieved thanks to ion radicals possibly produced via anodic or cathodic means. Let us quote the cyclodimerization of vinylphenylsulfone (well known as a dienophile in Diels–Alder additions), which can afford in good yield a totally new dienophile [172] that is particularly useful in cyclobutane compound chemistry. Its cyclodimerization which is catalyzed by electron transfer leads to ladderanes as well [173]:

\[
\begin{align*}
2\text{PhSO}_2 & \xrightarrow{\text{Cathode, DMF}} \text{SO}_2\text{Ph} \\
\text{PhO}_2S & \xrightarrow{\text{SO}_2\text{Ph}} \text{Cathode, DMF}
\end{align*}
\]

6.14 Elements of Electrochemical Chiral Synthesis

To a certain extend, electrochemistry can be successful [1] in chiral organic
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Many methods have been used, such as the building of chiral interfaces (modified electrodes by chiral electrode absorbants [174]) or with specific polymer-coated electrodes [175], the achievement of asymmetric synthesis thanks to chiral media [176] or electrolytes [177], as well as the development of electrogenerated chiral oxidants (such as Os-catalyzed asymmetric dihydroxylation of olefins with Sharpless’s ligand [178]).

Recent works in asymmetric induction has yielded two new ways: (1) the electroenzymatic reduction [179, 180] and (2) the use of organometallic complexes as mediators (like complexes of Ni II, Pd II, or Co II [181, 182]. For example, nickel-catalyzed cross coupling between aryl halides and α-chloropropionic acid derivatives bearing chiral auxiliaries affords arylpropionates in high yield and excellent enantiomeric excess [183].

On the other hand, the induction bound to the presence of chiral auxiliary was elegantly applied [184] both within the cathodic and anodic ranges. Below is described a recent example in which the anodic oxidation allowed the conversion of arylmethyl ethers bearing a chiral ethanol unit into different dimethyl ketal units. The reaction is stereoselective, and by simply varying the attachment point of the chiral pro-metal auxiliary to the starting arene, all four possible monoketal diastereomers were shown to be accessible.

6.15 Some Models of Electrolysis Cells: From Laboratory Cells to Scaling up

The present chapter gives a long, but far-from-exhaustive, list of reactions achievable by means of electrochemistry at cathodes or anodes under specific experimental conditions (choice of the solvent, the electrolyte, the material of the working electrode, etc.). However, the geometry of the cell, strictly depending on the distance and the volume between the working electrode and the counterelectrode, and the nature of the separator, if any, can play a fundamental role in the success of the electrochemical method for achieving a synthesis.

Below are presented a few cells, some made of glass, of small volume, which could be convenient for organic chemists to test on small amounts of substrates (e.g. from 0.1 to 10 g), their possible interest, and the feasibility of electrochemical conversion. Some other cells usable for
industrial applications are quoted for their principle.

6.15.1 Laboratory Cells

The simplest cell ever designed is certainly that used for achieving the oxidation of carboxylates: one beaker with two large area electrodes (the working electrode made of a grid of platinum) dipping in a solution of sodium methanolate in methanol. There is no separator, as there is no need for the same under an inert atmosphere. The cell is connected to a simple battery.

In general, if a precise electrochemical potential of the working electrode is necessary (in order to avoid side reactions), a three-electrode cell appears necessary. The control of the electrochemical potential of the working electrode is ensured thanks to a potentiostat. Fig. 1 shows a small cell (a four-fingered cell) working with about 4 to 6 ml of liquid electrolyte, a simple separator, and a nitrogen bubbling system. The amount of substrate submitted to electrochemical conversion could be about $10^{-4}$ mol. Another possibility for use with larger amounts of the electroactive substrate is the H-shaped cell with a separator (glass frit) between the two compartments of the cell (Fig. 2). For a better distribution of potential at the working electrode surface, cylindrical cells are preferred: here the cathode and the anode (of the same area) are placed at parallel positions on either side of the separator. Figure 3 gives an example of a convenient cell of this type, which is easy to conceive and is excellent for collecting gaseous effluents.

Especially in the field of anodic oxidations (conveniently adapted to platinum or glassy carbon electrodes), concentric capillary-gap cells are useful with solvents of low dielectric constant such as methylene chloride. Such cells do not have separators, and the reaction at the counter electrode (and products) should not interfere.

Fig. 1  View of a glass cell (capacity: 5 to 7 ml of solution) connected to a power source (potentiostat). Case of a reduction at a copper cathode. A: inlet for inert gas, B: reference electrode like a saturated calomel electrode, C: anodic compartment (a glass tube ended by a glass frit), D: platinum grid as anode, E: working electrode: copper grid (area: about 4 cm²), F: inert gas outlet. The solution is stirred with a magnetic bar. Thus for an amount of electroactive compound (one-electron reduction) of $10^{-3}$ mol, electrolysis current could be of the order of 0.1 A and the reaction completed (until nil current) in much less than 1 hour.
Fig. 2  Glass vessel used as H-shaped cell. Capacity of the compartment: 10 to 20 ml of liquid electrolyte. A solid electrode (cylindrical shape) can be used but this type of cell fits well with a small size (diameter: 2 cm) mercury pool.

with the starting material and/or the reaction product formed at the working electrode. Most of the time, the cathodic reaction leads to hydrogen evolution.

Lastly, cells equipped of porous electrodes are useful in organic electrochemistry. Redox flow cells were efficiently developed by Moinet [55], and this concept can be considered as a great advantage toward conventional reduction and oxidation methods in organic chemistry. It is essentially because they can be particularly useful to obtain electroactive intermediates in reduction and oxidation multistep processes. A striking example had been mentioned in Sect. 6.5.1.1 in the synthesis of aryl nitroso compounds. However, the flow of the solution through the two porous electrodes is difficult to regulate.

6.15.2 Industrial Cells

Within the last three decades, a large number of versatile electrochemical cells have been developed [185]. Beside their suitable geometry and principle of operation of the cell, the availability of more stable electrodes and separators (mostly membranes of acceptable lifetime) has considerably improved.

Fig. 3  Glass vessel (two compartments) having a large volume (50–100 ml) working compartment. Its main interest is to provide a short distance between anode and cathode and therefore a better distribution of current lines.
6.16 Possible Industrial Applications of Organic Electrosynthesis

The ideal cell in order to scale up an electrochemical reaction can depend on the reaction, the electroactivity of the substrate to convert, the concentration of the substrate, as well as the current density at the working electrode. The use of a separator is necessary when the electrode can affect the whole process negatively. With anodic oxidations, the reaction at the counter electrode is most frequently the cathodic formation of hydrogen. In these cases, a separator does not seem indispensable: a tank cell (kind of Grignard type reactor equipped with cylindrical electrodes) or a capillary-gap cell (piling of bipolar electrodes in a cylinder-shaped vessel connected to an anodes and a cathode located at the top and the bottom of the cell) can be considered as suitable devices for anodic conversions. More generally, the so-called plate-and-frame cells (Fig. 4) are used in a battery.

Fig. 4  Schematic representation of a plate-and-frame cell (according to [185]).

It is well known that electrochemistry is the main source for the synthesis of organic products. A flowsheet for an indirect electrochemical oxidation process with a separate chemical (from [186]) is shown in Fig. 5.

Fig. 5  Flowsheet for an indirect electrochemical oxidation process with a separate chemical (from [186]).
reagents that can be (also) reducing (like alkali metals) or oxidizing (like transition metals ions of high valency) species. More specifically, direct processes can be scaled up by means of indirect (called ex-cell processes) or direct electrolyses. By “indirect” we mean that the electrolysis cell is only a conventional device capable of forming continuously a reducing or oxidizing reagent (possibly of short lifetime) (Fig. 5) transferred into a reactor where the redox reaction can occur.

It is difficult to draw up on a yearly basis an exact list of industrial processes using the electrochemical technique. The situation evolves all the time, principally depending on the cost of energy in each country and the will of companies to invest in new processes. The scale also depends on the cost of chemical conversion and the specificity of the electrochemical method compared to the more conventional organic chemistry routes. We give below a table that summarizes some electrogenerated commercial products (according to Refs 186–188).

Most of the products quoted in the table above derive from electrochemical reactions given in the chapter. Obviously, the most accessible experimental conditions (like cheap and nonpolluting electrodes like graphite and steel, aqueous solvents or methanol, nonbuffered media) are preferred for reasons of cost and environmental requirements.

Thus, acrylonitrile (an example of activated olefin) yields cathodically a coupling reaction (adiponitrile) in aqueous solution (use of quaternary salts) containing tetraethylammonium $p$-toluene sulfonate, which provides a hydrophobic thin layer at the cathode interface [189, 190]. This process first designed with a divided cell was transformed to

<table>
<thead>
<tr>
<th>Product (cathodic (C) or anodic (A))</th>
<th>Precursor</th>
<th>Company/Country</th>
<th>Scale (metric tons per year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C Adiponitrile</td>
<td>Acrylonitrile</td>
<td>Monsanto (inventor)</td>
<td>300,000 in 1998</td>
</tr>
<tr>
<td>C 2,2-Dichloro-1-(4-hydroxyphenyl)</td>
<td>3,3,3-Trichloro-1-hydroxy-1-(4-hydroxyphenyl)</td>
<td>Japan</td>
<td>120</td>
</tr>
<tr>
<td>C 3-Hydroxybenzyl alcohol</td>
<td>3-Hydroxy benzoic acid</td>
<td>Mitsui Taatsu</td>
<td>100</td>
</tr>
<tr>
<td>C Tetrafluoro-p-xylene</td>
<td>Bis-quaternary ammonium salt</td>
<td>Europe</td>
<td>200</td>
</tr>
<tr>
<td>A Dimethyl sebacate</td>
<td>Monomethyl adipate</td>
<td>Asahi, other</td>
<td>?</td>
</tr>
<tr>
<td>A Anisic aldehyde</td>
<td>4-Methoxytoluene</td>
<td>BASF</td>
<td>3500</td>
</tr>
<tr>
<td>A Tolualdehyde</td>
<td>$p$-Xylene</td>
<td>BASF</td>
<td>1000</td>
</tr>
<tr>
<td>A Anthraquinone</td>
<td>Anthracene</td>
<td>L.B. Holliday</td>
<td>100</td>
</tr>
<tr>
<td>A 2,5-Dimethoxy-2,5 dihydrofuran</td>
<td>Furan</td>
<td>BASF</td>
<td>100</td>
</tr>
<tr>
<td>A Calcium gluconate</td>
<td>Glucose</td>
<td>India, Sandoz</td>
<td>&gt;1000</td>
</tr>
<tr>
<td>A Fluorocarbons</td>
<td>Carboxylic acids</td>
<td>3 M, Bayer, Phillips</td>
<td>&gt;10</td>
</tr>
<tr>
<td>C 4-Aminophenol</td>
<td>Nitrophelen</td>
<td>India</td>
<td>?</td>
</tr>
<tr>
<td>C Azoxybenzene</td>
<td>Nitrobenzene</td>
<td>India</td>
<td>3</td>
</tr>
<tr>
<td>A Mucic acid</td>
<td>Galacturonic acid</td>
<td>EDF</td>
<td>?</td>
</tr>
<tr>
<td>A Acetoin</td>
<td>Butanone</td>
<td>BASF</td>
<td>?</td>
</tr>
</tbody>
</table>
6.16 Possible Industrial Applications of Organic Electrosynthesis

This example shows the versatility of the electrochemical method. Electrolyses in aqueous solutions were applied in saturation reactions (partial hydrogenation of phthalic acid in a divided cell at a lead cathode [191]) and oxidation of carboxylates by the Kolbe reaction (coupling leading to sebacic acid in methanol/sodium methanolate at a platinum anode [192]).

A successful anodic substitution in the α-position of electron rich group was used [193] for realizing the oxidation of cyclohexanone. Such a process is achieved in methanol in the presence of KI. The electrogeneration of "I⁺" as a mediator in the process is believed to facilitate the whole process.

\[
\begin{align*}
\text{O} & \quad \text{OMe} \quad \text{OMe} \\
\text{Graphite anode} & \quad \text{OH} \\
\text{2MeOH/I}^- & \quad -2e^- - 2H^+ \\
\end{align*}
\]

A valuable goal appears to be the anodic conversion of substituted toluenes into the corresponding aldehydes. The reaction can be achieved either in methanol [194] (intermediate formation of a ketal) or in aqueous solution in an indirect manner (presence of Mn(II) or/and Ce(III) ions as mediators [195]). The indirect oxidation of polyaromatic hydrocarbons (naphthalene, anthracene) into the corresponding quinones could be achieved in the presence of electrogenerated ceric ions.

The selective cleavage of carbon–chlorine bonds is also of interest for industrial purposes (e.g. cathodic mono dehalogenation of dichloroacetic acid [196]). Similarly, the reductive scission of C–Cl bonds may lead under more delicate conditions (use of an aprotic organic solvent like dimethylformamide, undivided cell, soluble anode process) to stabilized anions capable of reacting in situ with CO₂ (synthesis of fenoprofen according to the process of SNPE and EDF in France [197]).
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7.1 Introduction

Many things occur to us when we hear the word battery. The thoughts about ‘battery’ depend on the person: a child will think about a favorite toy that moves or talks or does both, a teenager will think about a CD player or game, an executive will remember his cell phone or possibly his laptop, a mechanic will see a car, and a medical doctor will see a pace maker or a hearing-aid device. The different thoughts are examples of the applications of batteries across the world. Batteries are widespread all over the world; they can be as small as the coin batteries used to provide power for watches and hearing-aid devices, or as large as the ones used to provide power for satellites and electric vehicles. Independent of the size, a battery is a complex device that is able to transform chemical energy into electrical energy. It is called complex because it involves many areas of science, such as chemistry, kinetics, transport phenomena, thermodynamics, and physics. Consequently, the development of battery systems is a very challenging process.

In this chapter, an introduction to batteries is presented including an understanding on how they work; their applications; their thermodynamics; the kinetics of their electrodes; the transport processes that occur in batteries; and the fundamental variables involved in their design. An overview of the different battery technologies available in the market, an explanation of how to predict or model battery behavior, and some applications of battery modeling are also included. Finally, the future directions in battery technologies are discussed.

7.2 Basic Principles

This section presents the definition of specific terms used in battery technology and the basic principles for the regular operation of batteries. Lithium-ion batteries will be used as an example to illustrate these concepts because they exhibit the most recent technologies available in batteries.

A battery is a complex device that delivers electrical energy by transforming chemical energy. The electrical energy is provided by electrochemical reactions (oxidation–reduction reactions) that take place at the anode and the cathode of the battery. While the term battery is often used, the basic electrochemical unit being referred to is the cell [1]. A battery is composed of several cell units that are connected in series or in parallel.
Batteries can be classified according to their application, as primary and secondary batteries. Primary batteries are not rechargeable while secondary batteries are rechargeable. Figure 1 shows a schematic of a unit cell for a lithium-ion battery, which is a secondary type of battery. The figure shows the main components of a unit cell: negative electrode, positive electrode, separator, electrolyte, binder, filler, current collectors, and tabs. All these components are typical parts of any battery; however, the specific materials used for all of them depend on the battery type and application. A description of each of the components is given next.

Figure 1 shows the negative and the positive electrodes in a lithium-ion cell. The
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A negative electrode is a type of lithiated carbon, petroleum coke, or graphite \((Li_xC_6)\), while the positive electrode is a lithium composite material that has been represented by \(Li_{1-x}AB\) (e.g., \(Li_{1-x}CoO_2, Li_{1-x}NiO_2, Li_{1-x}MnO_2\)). In the battery nomenclature, the electrode that is defined as the anode during the discharge of the battery (or cell) is called the negative electrode (it has a negative charge because electrons are being produced), while the electrode that is defined as the cathode during the discharge of the battery is called the positive electrode (it has a positive charge because electrons are being consumed). It is important to mention that the anode is not always called the negative electrode, and the cathode is not always called the positive electrode; this is true in primary batteries, and in secondary batteries only during the discharge process. In secondary batteries, the designation of the anode and the cathode electrodes depends on the discharge or charge process but the negative and positive electrodes are always the same by definition. The nomenclature of negative and positive electrodes was defined to avoid confusion of the electrodes in secondary batteries. For this reason, it is preferable to use the terms negative and positive electrodes in secondary batteries, instead of anode and cathode. At the anode (also known as the reducing electrode) an oxidation process takes place (loss of electrons); in the case shown in Fig. 1, the lithium intercalated into the carbon is being oxidized into lithium ions and electrons are produced according to the oxidation reaction [2]:

\[
\text{Discharge: } Li_xC_6 \xrightarrow{\text{Charge}} xLi^+ + C_6 + xe^- \quad (1)
\]

where \(x\) represents the lithium fraction deintercalated during the process. At the cathode (also known as the oxidation electrode) a reduction process takes place; in the case shown in Fig. 1, lithium ions are reduced into lithium in the solid-intercalated state in the specific material. Electrons are being consumed in this process according to the reduction reaction:

\[
\text{Discharge: } xLi^+ + xe^- \rightarrow Li_{1-x}AB \xrightarrow{\text{Charge}} LiAB \quad (2)
\]

where \(AB\) represents a composite material. The reactions given in Eqs (1) and (2) are reversible, that is the reason why lithium-ion batteries are rechargeable. Theoretically, the deintercalation and intercalation fractions of lithium (\(x\)) in both the electrodes should be the same (as shown in Eqs 1 and 2). However, because of side reactions or decomposition reactions that take place during the charge and discharge processes lithium may react with other species present in the battery affecting the lithium balance shown in Eqs (1) and (2) (e.g. the formation of the solid electrolyte interface, SEI). These details have been suppressed to avoid complications that are not necessary to illustrate the objectives of this section. More details about side reactions in lithium-ion batteries can be found in the literature [3].

There are two types of electrodes, metal electrodes and porous electrodes. For instance, lithium-ion batteries possess porous electrodes (as shown in Fig. 1), while lead-acid batteries have metal electrodes. The selection between metal and porous electrodes depends on the chemistry and on the safety of the battery. Porous electrodes in a battery are usually very thin to reduce the internal resistance of the battery. They are typically made of small particles to reduce internal diffusion limitations and to provide a large
surface area for electrochemical reactions. In Fig. 1 the active material in the electrodes is depicted as spherical particles; however, it can have different shapes (e.g. fibrous, amorphous). Independent of the electrode type, the capacity of the positive electrode is normally different from that of the negative electrode in a battery. If there is extra capacity on the positive electrode, the battery is negative limited, and vice versa. For example, nickel electrode-based batteries and lithium-ion batteries are normally positive limited.

The oxidation and reduction reactions (e.g. Eqs 1 and 2, respectively) take place at two different sides of the battery or cell, allowing the electrons to flow through an external circuit that is connected to the specific application. For the battery to operate, the ions need to be transported inside the cell. The transport of ions is done through the electrolyte. The electrolyte is another component of the unit cell as shown in Fig. 1. The ions in the electrolyte can move through diffusion, migration, and convection (although convection is usually negligible in batteries because the velocity of the ions is very slow). A good electrolyte needs to have a high ionic conductivity (to allow fast transport of the ions reducing the resistances inside the cell or battery), it needs to be chemically stable with the electrodes and other components, and it should also be thermally stable at the operating temperature of the cell or battery. The electrolytes can be liquids or solids, and aqueous or nonaqueous. The selection of the electrolyte system depends on the chemistry of the battery.

The anode and the cathode cannot be in direct contact; otherwise the battery would be short circuited. To avoid direct contact of the electrodes a separator is used between them, as shown in Fig. 1. The separator should allow the transport of the ions very easily, therefore the material should be permeable to the ions and it should also have a high ionic conductivity. The separator should be chemically stable with the electrolyte, the active materials, and other components at the temperature of operation of the cell or battery.

Other components of the battery are the current collectors. Figure 1 shows the current collectors for the positive and negative electrodes in the lithium-ion cell. The active materials for the positive and negative electrodes (in this case) consist of thick layers of porous materials coated onto the current collectors. The current collector works as a support for the active material and provides a conducting path for the active material paste reducing the resistance of the battery [4]. Current collectors are used only in porous electrodes; metal electrodes do not require current collectors. The current collectors should be chemically stable and resistant to corrosion. They should also have a high electronic conductivity to reduce the internal resistance of the battery. Copper and aluminum are the current collectors used in lithium-ion batteries for the negative and positive electrodes, respectively.

Attached to the current collectors of the battery (or to the electrode in metal electrodes) are the tabs. The tabs electrically connect the battery to the can, to transport the electrons and therefore the current. They should also be chemically stable and resistant to corrosion. At the same time, they should have a high electronic conductivity to reduce the internal resistance of the battery. The tabs used in lithium-ion batteries are made of nickel. Other additional components shown in Fig. 1 are the binder and the filler. The binder is the chemical compound used in this case to attach the active material to the current
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Polyvinylidene fluoride (PVDF) is the compound used as binder in lithium-ion batteries. The filler is a compound used to increase the electronic conductivity of the electrodes and decrease the internal resistance of the cell. Carbon black is the most common filler used in lithium-ion batteries. Both binder and filler are used in porous electrodes only.

Figure 2 shows a schematic diagram of a complete battery (lithium-ion battery). Several cells as the one shown in Fig. 1 are wrapped together in parallel. The schematic corresponds to a cylindrical battery. The anode, separator, and cathode materials are tightly wrapped and held together to form what is called the jelly roll (see Fig. 2(a)). The jelly roll is introduced into the container or can. The container or can should be resistant to corrosion from both inside and outside. It should also have the required mechanical strength for the specific application [4]. The containers usually have a plastic insulator for protection of the can from the external media.

More details of the components of the battery including safety devices are given in Fig. 2(b). Electrical energy is stored in a battery in the form of chemical energy; this makes the battery susceptible to safety problems that need to be controlled through safety devices. Three safety devices are shown in Fig. 2(b), the burst disk, the positive temperature coefficient (PTC), and the separator. One of the most common safety devices is the burst disk. The burst disk is an irreversible safety mechanism. When the pressure of the battery increases under extreme conditions, the disk breaks releasing the pressure of the battery. The PTC is a reversible safety mechanism. Its function is to stop the current flow if the battery overheats. When the battery overheats, the material inside the PTC expands disconnecting the header of the battery from the positive tab [5]. The process is reversible, and after the battery cools down, the material inside the PTC is compressed, electrically connecting the battery. The separator also acts as a safety device. When the temperature of the battery undergoes extreme conditions, the separator melts thereby stopping the flow of ions through the battery, and

![Fig. 2 Schematic diagram of a complete lithium-ion battery. (a) Jelly roll, (b) other components and safety devices (from Ref. 5).](image)
therefore the flow of current. This process is irreversible. Similar safety devices can be found in other types of batteries.

Batteries are made in three special shapes: cylindrical (as shown in Fig. 2), flat or prismatic, and button shape. The selection of the shape depends on the application, for example button cells are used to power hearing-aid devices. The three special shapes are available in different sizes. Batteries are produced by different manufacturers all around the world. Independent of the manufacturer, batteries should meet international standards that make them interchangeable. The international criteria that standardize batteries have been prepared by the International Electrotechnical Commission (IEC). The standardization of batteries includes the following criteria: dimensions (sizes, shape), voltage, polarity, terminals, nomenclature, and marking. The standardization of batteries not only makes the batteries from different manufacturers interchangeable but also (1) limits the number of battery types, (2) defines the standard quality of batteries and provides guidance for its assessment, and (3) supplies guidance on safety matters during transportation, storage, and uses of batteries. Battery standardization allows a third-party buyer to easily replace a battery for a specific application. More details about battery standardization are given elsewhere [1].

### 7.3 History of Batteries

Batteries were probably used more than 4000 years ago. It is believed that Parthians used batteries to electroplate silver (Baghdad, 250 B.C.), and also that the Egyptians were able to electroplate antimony onto copper more than 4000 years ago [6]. However, the written evidence in battery history began 200 years ago. More than two centuries have passed since Luigi Galvani performed the first experiment related to batteries (frog leg experiment, 1791). His experiments were continued by Alessandro Volta (voltaic pile, 1800) [7]. Since then, a lot of changes and new technologies in batteries have been developed and introduced into the market. Figure 3 presents a schematic of the major events during the evolution of batteries in time, starting with Galvani’s frog leg experiment (1791) and finishing with the most recent technologies (lithium-ion batteries, 1991).

Luigi Galvani (1791) was the first to discover the physiological action of electricity. He demonstrated the existence of bioelectric forces in animal tissue. His experiments led Alessandro Volta to the invention of the first battery, voltaic pile [8]. In 1800, Alessandro Volta described the voltaic pile in a letter to the Royal Society in London [7]. The original voltaic cell used two metal disks as electrodes, namely zinc and silver. Cardboard disks separated the electrodes and seawater was the electrolyte. A current was produced when the silver disk was connected to the zinc disk through an external wire. The voltaic pile established the foundation for the liquid battery type. Many other metals and electrolytes have been tried during the last two centuries [9].

John Frederic Daniell started some experiments to improve the behavior of the voltaic pile. The use of the voltaic pile was limited because it was not able to sustain a constant current for a certain period of time. The problem was due to the polarization of the cell. In 1836, Daniell improved the voltaic cell by solving the polarization problem. He invented a cell in which hydrogen was eliminated through the generation
7.3 History of Batteries

Galvani observed that electricity is conducted through animal tissue (frog leg experiment).

Alessandro Volta described the first electrochemical battery (voltaic pile).

Gaston Planté developed the first rechargeable battery (lead acid battery).

Maiche designed the first air cell.

Waldmar Jungner (Sweden) invented the Ni/Cd battery (1899).

Edison (USA) invented the Ni/Fe battery (1901).

1959
Eveready commercialized the first alkaline battery developed by Lew Urry.

1970
Ni/H₂ battery was developed for satellite applications.

1973
SAFT introduced the first commercial primary lithium cell for military applications.

1975
Rechargeable alkaline manganese (RAM) cells were developed.

1990
Sony commercialized the first lithium ion battery.

1991
Sanyo and Matsushita commercialized Ni/MH batteries.

1836
John Fredric Daniell developed the first battery able to produce a constant source of electricity (Daniell’s cell).

1800
Alessandro Volta described the first electrochemical battery (voltaic pile).

1866
George Lionel Leclanché developed the first prototype of the modern dry cell (Leclanché’s cell).

1859
Gaston Planté developed the first rechargeable battery (lead acid battery).

1940
The first button cell was developed (zinc/silver oxide cell).

1947
Neumann successfully sealed the Ni/Cd battery. His design is currently used in electronic applications.

1800 1878
1899-1901
1947
1970
1973
1975
1990
1991
Fig. 3  Timeline for the major events in the history of batteries.
of electricity. Daniell is responsible for inventing the first battery able to produce a constant source of electricity for a long period of time (Daniell’s cell [9]). Daniell’s cell used copper and zinc as the working electrodes, porous earthenware as separator, and copper sulfate as electrolyte.

Research in batteries kept going on for specific applications. In 1859, Raymond Gaston Planté developed the first rechargeable battery, lead-acid battery (also known as Planté’s cell in honor of its inventor). His design was developed further by Faure in 1881 [10]. The original Planté cell consisted of two sheets of soft lead plates, separated by rubber strips, rolled into spirals, and immersed in a solution of 10% sulfuric acid [8]. This cell led to the conversion of lead oxide (PbO₂) at the surface of the positive electrode, and metallic spongy lead at the negative electrode. The capacity of the Planté battery was limited because the positive electrode had a small amount of active material. In 1881, Faure modified Planté’s cell. He used a paste of lead oxide or pasted plate (a sheet of lead coated with lead oxide and sulfuric acid) for the positive electrode instead of the soft lead plate used by Planté. This change in the electrode provided more mass of active material, increasing the capacity and the efficiency of the cell. Even though this cell was invented more than 150 years ago, it is still one of the most important secondary batteries in the market.

Georges-Lionel Leclanché developed the first prototype of the modern dry cell, Leclanché’s cell, in 1866. The cell was designed with the purpose of providing a reliable and easily maintainable power source for telegraphic offices [1]. The original cell was assembled in a porous pot that worked as the separator [8]. The positive electrode consisted of manganese dioxide with a little mix of carbon, the negative electrode was a zinc rod, and the electrolyte was a solution of ammonium chloride. Leclanché’s cell became the first prototype of the dry zinc–carbon cell. This cell was inexpensive, safe, easy to maintain, and provided an excellent storage life with the appropriate performance [1]. In 1876, Leclanché improved the design of his cell by removing the porous pot and by adding a resin to the manganese dioxide [1]. Other researchers such as Carl Gassner (1888) worked on a better prototype of Leclanché’s cell, resulting in the construction of dry cells.

Other changes were also made in Leclanché’s prototype. In 1878, Maiche designed the first air cell by replacing the manganese dioxide cathode of Leclanché’s cell with a mixture of platinum carbon powder/air electrode [7]. Limitations in his technology delayed the commercialization of the zinc/air cells. It was not until 1932, when Heise and Schumacher modified the cell design, that the air cells were commercialized [1]. They built alkaline electrolyte zinc/air cells, which used porous carbon air cathodes impregnated with wax to prevent flooding. Their design has practically remained unchanged and is still in use for the manufacture of large industrial zinc/air batteries. These batteries use oxygen (cathode reactant) from the atmosphere to produce electrochemical energy.

In 1899, Waldmar Jungner (Sweden) invented the nickel–cadmium battery (Ni/Cd) [6]. The battery used nickel for the cathode, cadmium for the anode, and an aqueous solution of potassium hydroxide for the electrolyte. The applications of these batteries were limited because of the high cost of the materials compared to other battery systems (lead acid). In 1901, Edison (USA) modified the design of the battery by replacing the anode material with iron [7]. This design is known as the
nickel iron battery (Ni/Fe). The applications of these batteries were also limited because of the cost of the materials. Many improvements have been made in these batteries, particularly associated with the method of production of the nickel oxide electrodes. In 1912, Edison patented a sealed Ni/Fe cell but the commercialization of sealed cells started 50 years later in Europe [7]. In 1932, Slalecht and Ackermann (Germany) invented the sintered pole plate [6]. The electrodes produced according to this method had a low internal resistance producing large improvements in the performance of the batteries. It was not until 1947 that the sealed Ni/Cd battery [6], which is the design that we currently use in applications such as computers, telecommunications, electronics, and so forth, was designed by Neumann (France).

More research was done on electronic applications, resulting in the development of the button cells and the alkaline batteries. The introduction of the button cells represented a significant advance for the electronic business. The first button cell to be developed was the zinc/mercuric oxide cell, in the 1940s. Later the zinc/silver oxide cell was developed, in the 1960s [10]. Both cells used amalgamated pellet zinc powder as anode, HgO (zinc/mercury cell) or Ag₂O₂ (zinc/silver oxide cell) mixed with carbon as cathode materials [10], and an alkaline solution (potassium hydroxide in water) as electrolyte. Another significant advance for the electronic business was the commercialization of the alkaline batteries. In 1959, Eveready commercialized the first alkaline battery. The battery was developed by Lew Urry [8]. The battery is a variation of Leclanché’s cell. It uses manganese oxide (MnO₂) for the cathode material, powdered zinc for the anode material, and potassium hydroxide with some quantities of zinc oxide in aqueous solution for the electrolyte [7]. These batteries are now available in two different sizes: relatively large cylindrical cells and miniature button cells.

Long cycle batteries were needed for satellite applications. In 1970, the first nickel–hydrogen battery (Ni/H₂) was developed for this purpose. These batteries are able to store hydrogen at very high pressures but they are very expensive. The long cycle capability of these batteries catalyzed the research and development of a similar type of battery for consumer applications. Different alloys were developed to store hydrogen; however, they were very unstable. It was not until the 1980s, when enough stable materials were developed for use in commercial cells [6], that the nickel–metal hydride cells (Ni/MH) were designed. In 1990, a Ni/MH battery was commercialized in Japan by Sanyo and Matsushita [11]. These two companies started the large-scale commercialization of small sealed Ni/MH batteries. The companies associated themselves with Duracell, Toshiba, and Varta in a consortium known as the 3C alliance (camborders, cellular phones, and computers) [7]. The idea of the “3C alliance” was to use the Ni/MH batteries for applications such as communications, cordless consumer products, and other high rate long cycle life applications. This cell system is currently under research and development for electric vehicles applications.

A revolutionary event in the primary battery market was the development of primary lithium batteries in 1973. Lithium is a very attractive metal for battery applications due to its low atomic mass (6.94), its high specific capacity (3.86 Ah g⁻¹), and its high electrochemical reduction potential (−3.035 V) [10]. Research in lithium batteries started in the late 1950s. It was then
demonstrated that lithium metal could be stable in a series of electrolyte systems due to the passivation of the material [7]. Lithium reacts with the electrolyte system forming a passivation layer called solid electrolyte interface that makes the material chemically stable. In 1973, SAFT introduced the first commercial lithium cell for military applications. Its use was limited because of some safety considerations [1]. Today, primary lithium batteries are largely used in electronic applications.

Continuous research in primary alkaline manganese batteries ended up in the development of rechargeable alkaline manganese (RAM) cells. The design of these cells dated to 1975 [1]. These batteries are basically an extension of the primary alkaline batteries. They also use zinc for the negative electrode, manganese dioxide for the positive electrode, and an aqueous solution of potassium hydroxide for the electrolyte.

One of the major events in the history of modern batteries was the development of secondary lithium batteries. Attempts to develop these types of batteries started during the 1980s [6]. However, the attempts failed because of the safety problems of the battery. The first rechargeable lithium batteries used lithium foil as the negative electrode, a lithiated metallic oxide intercalation compound as the positive electrode, and a liquid organic electrolyte. The applications of these batteries were limited to small scale size because of safety concerns; under certain conditions the temperature of the battery increased violently, causing fire and explosion of the battery. This phenomenon is known as thermal runaway. It was found that during cycling of the battery, lithium was deposited on the negative electrode (on the lithium metal) forming a rough shape on the surface of the material. The lithium metal electrode formed a rough surface susceptible to violent reactions. In 1991, Sony commercialized the first lithium-ion battery, which uses a carbon intercalation material for the negative electrode instead of lithium metal. This design tremendously improved the safety of these batteries by reducing the lithium metal deposition. Today, the lithium-ion batteries have invaded the electronic applications market and they are under research and development for large-scale applications such as electric vehicles and satellites.

### 7.4 Battery Applications and Market

Batteries are used in many different fields: consumer, electronics, telecommunications, military and defense, space, and medicine. They are designed according to the specific application, and can be classified, as mentioned in Sect. 7.2, into primary and secondary batteries. The applications of both primary and secondary batteries are enormous; some examples are given in Table 1.

It is known that the battery market has been in a continuous growth as evidenced by the increase in the number of portable applications that use batteries, especially electronic applications (see Table 1). However, there is no definitive authority reporting on world battery markets, and the majority of the marketing analysis in batteries are private reports specializing in a particular area. Therefore, the analysis presented in this section is only based on the reputed information available in the unrestricted literature, which is basically based on battery sales until 1997 (information for further years is not available in the public literature). Since Japan is one of the countries with the largest battery production in
the world, information about their market is used as reference in this analysis. Figure 4 shows the sales of small-size batteries in Japan from 1992 to 1997 [12]. The sales followed a parabolic growth tendency. In 1997, the total worldwide sales of batteries were about $14 billion [13], while the total battery sales in Japan were $6.74 billion, which represent 48% of the global battery sales in the world. The percentage left (52%) was distributed among US, China, Indonesia, Singapore, UK, and other countries in Europe.

In 1997, 25% of the battery sales in Japan corresponded to primary batteries ($1.69 billion) and the other 75% corresponded to secondary batteries ($5.05 billion) [12]. It is expected that in the coming years the sales in secondary batteries will increase even more and the sales in primary batteries will decrease, as secondary batteries become less expensive and will substitute some of the primary batteries applications. Figure 5 shows a breakdown of the battery sales in Japan during 1997. The major sales in primary batteries corresponded to alkaline manganese batteries (40% of $1.69 billion). The major sales in secondary batteries corresponded to lithium-ion batteries (34% of $5.05 billion), even though the production of these batteries was smaller than the production of Ni–Cd and Ni–MH batteries for that year, as evidenced from Fig. 6. The difference was basically due to the higher cost of lithium-ion batteries compared to that of Ni–Cd and Ni–MH batteries. More than half of the sales (59%) in lead-acid batteries were mainly for automobiles excluding motorcycles, and less than half of the sales were for industries (41%).

---

**Tab. 1 Examples of battery applications**

<table>
<thead>
<tr>
<th>Battery</th>
<th>Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary batteries</td>
<td><em>Portable electronic devices:</em> watches, cameras, camcorders, calculators, remote controls, walkmans, toothbrushes, shavers, toys.</td>
</tr>
<tr>
<td></td>
<td><em>Household:</em> flash lamps, smoke detectors, radios.</td>
</tr>
<tr>
<td></td>
<td><em>Workshop:</em> portable tools (wireless drill, screwdrivers, etc.), test meters.</td>
</tr>
<tr>
<td></td>
<td><em>Medicine:</em> hearing-aid devices, pace maker devices, blood pressure monitors.</td>
</tr>
<tr>
<td>Secondary batteries</td>
<td><em>Portable electronic devices:</em> cell phones, cordless phones, laptops, camcorders, toys.</td>
</tr>
<tr>
<td></td>
<td><em>Communications:</em> satellites, military radios.</td>
</tr>
<tr>
<td></td>
<td><em>Transportation:</em> electric vehicles, car ignition batteries.</td>
</tr>
<tr>
<td></td>
<td><em>Defense:</em> torpedoes, missiles.</td>
</tr>
</tbody>
</table>
Fig. 5  Battery sales breakdown in Japan during 1997; from a total of $6.74 billion, $1.69 billion (25%) corresponded to primary batteries and $5.05 billion (75%) corresponded to secondary batteries (from Ref. 12).

Fig. 6  Production of small-size secondary batteries in Japan from 1991 to 1997 (from Ref. 11).
7.5 Thermodynamics of Batteries and Electrode Kinetics

The thermodynamics of batteries and the kinetics of their electrodes are very complex. The purpose of this section is to introduce the reader to the basic concepts in this area in a simple manner. To achieve this goal, the concepts will be introduced using a simple electrochemical cell as an example, which uses potassium and mercuric oxide as electrodes, instead of using the lithium-ion battery described in Sect. 7.2, which is a more complex system. It is impossible to capture all the details in such a short account. A more comprehensive analysis is available elsewhere [14, 15].

7.5.1 Thermodynamics and Cell Potentials

Suppose that we want to build an electrochemical cell (a single unit in a battery) using a potassium electrode, a mercuric oxide electrode, and potassium hydroxide in water as electrolyte. The oxidation and reduction reactions are

\[
\begin{align*}
K(s) & \rightarrow K^+ + e^- \\
HgO + H_2O + 2e^- & \rightarrow Hg(l) + 2OH^- 
\end{align*}
\]

The cell will be connected to the external circuit using platinum tabs. The schematic of the cell is given in Fig. 7. Several questions about the cell can be formulated: (1) What is the polarity of the electrodes? (2) What is the maximum potential that the cell can deliver? (3) Does the concentration affect the potential of the cell? One way to address these questions is experimentally, by connecting the electrodes to a voltmeter.

![Fig. 7 Schematic diagram of a K/HgO–Hg cell.](image)
The voltmeter will indicate the maximum voltage that the cell can deliver. To deliver energy from the cell (which is the function of a battery), the polarity of the voltage should be positive; this criterion is used to connect the electrodes properly to the external circuit (to decide which are the positive and the negative electrodes). Consequently, the connections of the electrode tabs should be switched until a voltage with a positive polarity is measured. In our example, the negative electrode is the potassium electrode and the positive one is the mercuric oxide electrode, and this connection to the voltmeter should give a positive potential.

The potential measured in the voltmeter as soon as the cell is connected to it should be 3.013 V. This potential is known as the standard open-circuit potential. It is called open because there is no current passing through the external circuit (realistically when the system is closed through the voltmeter, there will be a small current very close to zero). The potential measured will be the maximum potential of the cell and it is independent of the concentration. If the circuit is kept open for a long time at a constant temperature the potential will drop because of the change in the concentration of the cell. All these issues can also be addressed theoretically using thermodynamics.

Thermodynamics can be used to predict the open-circuit potential of the cell, and the reading of the voltmeter (standard potential) when only reversible effects are considered (equilibrium conditions) by using thermodynamic equilibrium relations. Nonreversible effects (i.e. diffusion and migration) can be predicted using transport phenomena. The first step to apply the thermodynamic equilibrium relations is to draw a schematic diagram of the cell distinguishing the different phases as given by

\[
\begin{array}{c|c|c|c}
\alpha & \beta & \delta \\
Pt & K(s) & KOH/H_2O \\
\epsilon & \phi & \alpha' \\
HgO & Hg(l) & Pt \\
\end{array}
\]  

(5)

where lines separate the different phases. When the cell is in equilibrium, the following should be true:

- Phase \( \alpha \) in equilibrium with phase \( \beta \)
- Phase \( \beta \) in equilibrium with phase \( \delta \)
- Phase \( \delta \) in equilibrium with phase \( \epsilon \)
- Phase \( \epsilon \) in equilibrium with phase \( \phi \)
- Phase \( \phi \) in equilibrium with phase \( \alpha' \).

The equilibrium condition at each phase is represented by

\[ \mu_{i}^{\text{Phase}1} = \mu_{i}^{\text{Phase}2} \]  

(6)

where \( \mu \) represents the chemical potential (joules per mole), and \( i \) represents the species in equilibrium. The species can be ions and electrons. When two phases have common ions, the ions are the species under equilibrium; when they do not have common ions the species under equilibrium are the electrons.

For the cell given in Eq. (5) the following equilibrium relations apply

\[ \mu_{e^{-}}^{\alpha} = \mu_{e^{-}}^{\beta} \]  

(7)

\[ \mu_{e^{-}}^{\phi} = \mu_{e^{-}}^{\alpha'} \]  

(8)

Equilibrium relations between phases \( \beta \) and \( \delta \), and \( \epsilon \) and \( \phi \) are also needed. These relations can be obtained using the electrochemical reactions given in Eqs (3) and (4).

For the general electrode reaction given by [15]

\[ \sum_{i} s_{i}M_{i}^{j} \rightarrow ne^{-} \]  

(9)
the equilibrium condition is given by [15]
\[ \sum_i s_i \mu_i^{\gamma_i} \rightarrow n \mu_e \] (10)
where \( s_i \) is the stoichiometric coefficient of species \( i \) in the electrode reaction, \( z_i \) is the charge number of species \( i \), \( n \) is the number of electrodes transferred during the electrode reaction, and \( M_i \) is the compound formula or ion participating in the reaction.

Therefore, the equilibrium relation for Eq. (3) is given by
\[ \mu_\delta - \mu_{K(s)} = \mu_e \] (11)
and for Eq. (4) is given by
\[ \mu_{\text{HgO} (s)} + \mu_{\text{H}_2\text{O}} - \mu_{\text{Hg(l)}} - 2 \mu_{\text{OH}^-} = 2 \mu_e \] (12)

We have specified all the equilibrium relations. The last step in the derivation is to connect the chemical equilibrium with the electrochemical potential; this can be done using the definition of electrochemical potential. The electrochemical potential of an ion was defined for first time by Guggenheim [16] as follows: the difference in the electrochemical potential of an ion between two phases is defined as the work of transferring reversibly, at constant temperature and constant volume, 1 mol from one phase to the other. Hence [15]
\[ w = \mu_i^\alpha - \mu_i^\beta = z_i F (\Phi^\alpha - \Phi^\beta) \] (13)
where \( w \) is the reversible work transferred (joules per mole), \( F \) is the Faraday’s constant (96487 C equiv\(^{-1}\)), and \( \Phi \) is the electric potential (voltage). Let us define \( U \) as the electric potential difference between phases \( \beta \) and \( \alpha \) (right versus left electrode), that is
\[ U = \Phi^\beta - \Phi^\alpha \] (14)
where \( U \) is the open-circuit potential of the cell (voltage), and according to Eq. (13) it represents the change in the Gibbs free energy of the cell.

Applying Eqs (13) and (14) to the cell given in Eq. (5), the open-circuit potential of the cell is given by
\[ FU = \mu_e^\alpha - \mu_e^\beta \] (15)
Substituting the equilibrium relations given in Eqs (7), (8), (11), and (12) into Eq. (15) provides the equation for the open-circuit potential of the cell:
\[ FU = \mu_{\text{KOH}}^\beta + \frac{1}{2} \mu_{\text{HgO} (s)}^\beta - \frac{1}{2} \mu_{\text{H}_2\text{O}}^\beta \] (16)
where \( \mu_{\text{KOH}}^\beta = \mu_{\text{K}^+}^\beta + \mu_{\text{OH}^-}^\beta \). In the derivation of Eq. (16), it has been assumed that the concentration in the cell is uniform. The effect of nonuniform electrolyte concentration in the cell can be included in the open-circuit potential using transport equations as shown by Newman [15].

The chemical potential is related to the concentration and activity coefficients of the species through [15]
\[ \mu_i = RT \ln(m_i \gamma_i \lambda_i^\beta) \] (17)
where \( m_i \) is the molality of species \( i \) (moles per kilogram), \( \gamma_i \) is the molal activity coefficient of species \( i \), \( R \) is the universal gas constant (joules per mole kelvin), \( T \) is the cell temperature (kelvin), and \( \lambda_i^\beta \) is the proportionality constant expression at a secondary reference state (kilograms per mole), which is independent of composition and electrical state, but dependent on solvent, temperature, and pressure. The use of Eq. (17) requires the definition of a reference state. The most common reference states used are
Equation (17) can also be used for gas phase by using fugacity coefficients \( \phi_i \) instead of activity coefficients \( \gamma_i \), and by using partial pressure of species \( P_i \) (atmosphere) instead of molality; then

\[
\mu_i = RT \ln(P_i \phi_i \lambda_{i,g}^0)
\]

where \( \lambda_{i,g}^0 \) is the proportionality constant for the gas phase (1/ atm). In this case the most convenient reference state is \( \phi_i \to 1 \) as \( P_i \to 0 \) (ideal gas).

Substituting Eq. (17) into Eq. (16) and using pure solid reference state and pure solvent reference state, gives the equation for the concentration dependence of the open-circuit potential of the cell given in Eq. (5):

\[
FU = FU^0 + RT \ln(m_{KOH} \gamma_{KOH})
\]

where \( U^0 \) represents the standard open-circuit potential of the cell (voltage) and is given by

\[
FU^0 = \frac{1}{2} \mu_0^{Hg} + RT \ln(\lambda_{KOH}^0) - \mu_0^K - \frac{1}{2} \mu_0^{HgO} - \frac{1}{2} \mu_0^{H_2O}
\]

The superscript 0 indicates pure phases at the same temperature and pressure. As shown in Eq. (20), the standard potential is independent of composition but it depends on the system, solvent, temperature, and pressure. \( U^0 \) represents the maximum potential of the cell given at the beginning of this section (3.013 V).

We have shown how thermodynamics can be used to predict the open-circuit potential of the cell and to provide the expression for the standard open-circuit potential. Irreversible effects have not been included for cleanness; however, they can be significant in some cases. More information about irreversible effects in the cell potential can be found in the literature [15]. The final question that we need to address is, how to calculate the maximum potential of the cell using thermodynamics? We have defined that the standard open-circuit potential gives the maximum potential of the cell. This value can be calculated using tabulated thermodynamics data.

According to the definition of electrochemical potential given in Eq. (13), it does not make sense to talk about absolute potential values because only differences in potential can be measured. Values of potentials are reported and tabulated with respect to a reference electrode. The potential of the reference electrode, by definition, is zero (there is no potential difference between two electrodes of the same type). The primary reference electrode by convention is the standard hydrogen electrode (SHE) \( Pt/H_2 \) [14]

\[
2H^+ + 2e^- \rightleftharpoons H_2(g)
\]

The choice of the reference electrode depends on the system. The SHE is the common choice for aqueous electrolytes. For nonaqueous electrolytes, the choice of the reference electrode is more complex and particular for each system; for instance, for lithium-ion batteries the reference electrode is the \( Li/Li^+ \) electrode in the specific electrolyte used in the cell.

Half-cell standard potentials at 25°C with respect to the SHE are tabulated [17–19]. The procedure explained above to determine the open-circuit potential of a cell can be used to calculate the half-cell open-circuit potential with respect to a SHE. Once again, the first step is to represent the schematic of the cells.
For the potassium electrode the half-cell schematic is given by
\[
\begin{array}{c|c|c|c|c}
& \alpha & \delta & \beta & \alpha'\\
\hline
\text{Pt/H}_2(\text{g}) & H^+/H_2O & K_{(0)} & \text{Pt} \\
\end{array}
\]  
(22)
and for the mercuric oxide electrode the half-cell schematic is given by

\[
\begin{array}{c|c|c|c|c}
& \alpha & \delta & \beta & \varepsilon \\
\hline
\text{Pt/H}_2(\text{g}) & H^+/H_2O & \text{HgO(s)} & \text{Hg(l)} & \alpha' \\
\text{Hg(l)} & & & & \text{Pt} \\
\end{array}
\]  
(23)

Following the procedure described previously (using ideal gas as secondary reference state for the SHE) it is easy to show that for the anode half-cell reaction (Eq. 3), the standard cell potential with respect to SHE is given by

\[
FU^{\theta} = -\mu_0^K + \frac{1}{2} \mu_0^{H_2} + RT \ln \left( \frac{\lambda_{K+}^{\theta}}{\lambda_{H^+}^{\theta}} \right)
\]  
(24)
where the superscript * indicates ideal gas secondary reference state. The tabulated value for this standard cell potential is \( U^{\theta} = 2.925 \text{ V} \) [14]. For the cathode half-cell reaction (Eq. 4) the standard cell potential with respect to SHE is given by

\[
FU^{\theta} = \frac{1}{2} (\mu_0^{H_2} + \mu_0^{\text{HgO(s)}} + \mu_0^{\text{H}_2\text{O}} - \mu_0^{\text{Hg(l)}}) - RT \ln(\lambda_{H^+}^{\theta} \lambda_{\text{OH}^−}^{\theta})
\]  
(25)

The tabulated value for this standard cell potential is \( U^{\theta} = -0.098 \text{ V} \) [14]. Finally, the standard open-circuit potential of the cell is given by subtracting Eq. (25) from Eq. (24). This gives the same expression as Eq. (20). The value of the standard cell potential of the cell is \( U^{\theta} = 3.023 \text{ V} \).

Summarizing, the steps to calculate the open-circuit potential of cells using thermodynamics are:

- Draw schematic representation of the cell distinguishing the different phases.
- Write equilibrium relations for each of the phases (use Eqs (6) and (10)).
- Use the potential definition given by Eq. (13).
- Substitute chemical potential equilibrium relations into the potential definition.
- Express the chemical potential as a function of concentration and activity coefficients for liquid and solid phase (Eq. 17) or as a function of partial pressure and fugacity coefficients for the gas phase (Eq. 18). Define appropriate secondary reference states.
- Collect concentration dependent and independent terms.

Equations for the open-circuit potential of cells can be simplified further by defining all the activity coefficients and fugacity coefficients equal to 1. This simplification is known as Nernst equation for the open-circuit potential. The Nernst equation for the open-circuit potential of the cell shown in Eq. (5) is given by simplifying Eq. (19):

\[
FU = FU^{\theta} + RT \ln(m_{\text{KOH}})
\]  
(26)
where the activity coefficient of potassium hydroxide has been approximated to 1 (\( \gamma_{\text{KOH}} = 1 \)). Eq. (26) not only neglects the effects of junction potentials (assumes constant concentration in the cell) but also neglects the interactions in the electrolyte.

Cells with open-circuit potentials, which follow Nernst equation are known as Nernstian cells, and the ones that do not follow Nernst equation are known as non-Nernstian cells. Some of the reasons for a non-Nernstian cell could be that the junction potential (irreversible potential) is significant or that the interactions of the ions are strong. For instance, the open-circuit potential of the electrode LiC\(_6\) (used
in lithium-ion batteries) with respect to a Li reference electrode does not follow Nernst equation due to the strong Li–Li interactions in the solid phase [20]. More details about the pitfalls of Nernst equation are given by Newman [15].

### 7.5.2 Electrode Kinetics

An important factor to analyze the performance of a battery is to characterize the electrode kinetics reaction rate, because the chemical energy is transformed into electrical energy through the electrode kinetics. The rates of the electrode reactions depend on the nature of the electrode surface, the composition of the electrolyte solution adjacent to the electrode (outside the double layer), and the electrode potential [15]. Before we analyze the typical expressions for electrode reaction rates, we need to discuss some important concepts such as double layer, and surface overpotential.

Close to the electrode surface there is a distribution of charges that is known as the **double layer**. Let us suppose that we have the electrode reaction given by Eq. (3), and the electrode is immersed in a KOH/H₂O electrolyte solution. A distribution of the charges as the one shown in Fig. 8 will take place close to the electrode. The K⁺ ions will tend to be close to the electrode surface while the OH⁻ ions will be close to the water interface due to intermolecular forces (OH⁻ ions will be attracted to the hydrogen atoms in the water molecules). The excess of K⁺ ions close to the electrode formed the diffuse part of the double layer. The thickness of the double layer is of the order of nanometers. More details about double layer are given by others [14, 15].

The electrode potential is characterized by the surface overpotential (ηₛ), which is defined as the potential of the working electrode with respect to a reference electrode of the same kind placed in the solution adjacent to the electrode just outside the double layer [15]. The surface overpotential represents the deviation from the equilibrium condition of an electrode reaction given by Eq. (10); [15] therefore

\[-F\eta_s = \mu_e - \sum_i \frac{s_i}{n} \mu_i \]  

Expressions used for the reaction rates of the electrodes relate the current density with the surface overpotential and the concentration outside the double layer. One of the simplest relations used to express electrode reaction rates is the

---

**Fig. 8** Schematic representation of the double layer for the electrode reaction given in Eq. (3). The thickness of the double layer is of the order of nanometers.
7.6 Transport Mechanisms in Batteries

Butler–Volmer equation: [15]

\[ I = i_0 \left[ e \left( \frac{\alpha_a F}{RT} \eta_s \right) - e \left( -\frac{\alpha_c F}{RT} \eta_s \right) \right] \]  

(28)

where \( i_0 \) is the exchange current density (amperes per square meter) which depends on the composition, temperature, and nature of electrode surface; \( \alpha_a \) and \( \alpha_c \) are the anodic and cathodic transfer coefficients, respectively; and \( I \) is the current density (amperes per square meter). The transfer coefficients are the measure of the symmetry of the energy barrier of the transition state [14].

If the surface overpotential is very small \( (\eta_s \to 0) \), Eq. (28) can be approximated by

\[ I = i_0 \left( \alpha_a + \alpha_c \right) F \eta_s \]  

(29)

Equation (29) is known as the linear approximation of kinetics and is only valid for very small surface overpotentials.

If \( \alpha_a F \eta_s \gg RT \) the anodic reaction is more significant than the cathodic reaction; therefore

\[ I = i_0 e^{\left( \frac{\alpha_a F}{RT} \eta_s \right)} \]  

(30)

If \( -\alpha_c F \eta_s \gg RT \) the cathodic reaction is more significant than the anodic reaction; therefore

\[ I = -i_0 e^{\left( \frac{-\alpha_c F}{RT} \eta_s \right)} \]  

(31)

Equations (30) and (31) are known as Tafel equations and they are approximations of the Butler–Volmer equation, which is valid for irreversible reactions. Equation (30) is valid for irreversible anodic reactions, while Eq. (31) is valid for irreversible cathodic reactions.

The double layer can affect the distribution of the current density. When the electrode potential changes the current that flows will be distributed, part of it will be used to charge the double-layer capacity and another part will go to the faradic reaction (see Eq. 9). For a given current, the double layer will decrease the potential of the cell acting as an internal resistance (a fraction of the current will go to the double layer).

The electrode kinetics is measured experimentally. Some common measurement techniques are impedance spectroscopy, potential sweep rates, and intermittent methods. Details about these techniques are given elsewhere [14].

7.6 Transport Mechanisms in Batteries

The transport laws used in electrolytic solutions can be applied to describe the transport mechanisms in a battery. A detailed description of transport mechanisms in electrochemical systems is available elsewhere [14, 15]. Some general comments will be given in this section.

A material balance in a unit cell is given by

\[ \frac{\partial C_i}{\partial t} = -\nabla N_i + \gamma_i \]  

(32)

where \( C_i \) is the concentration of species \( i \) (moles per cubic meter), \( t \) is the time (seconds), \( N_i \) is the molar flux of species \( i \) (moles per square meter second), and \( \gamma_i \) is the homogenous reaction rate of species \( i \) (moles per cubic meter second).

The molar flux of species \( i \) can be calculated using Nernst-Plank equation: [15]

\[ N_i = -z_i u_i F C_i \nabla \Phi - D_i \nabla C_i + C_i v \]  

(33)
where $\nu$ is the velocity of the bulk (meters per second), $D_i$ is the diffusion coefficient of species $i$ (square meter per second), $u_i$ is the mobility of species $i$ (square meter mole per joule second), and $\nabla \Phi$ is the electric field potential gradient. The first term of Eq. (33) accounts for migration, the second term accounts for diffusion, and the last term accounts for convection. Migration accounts for the movements of charged species under the influence of an electric field, diffusion accounts for the movement of the species due to a chemical potential gradient (i.e. concentration gradient), and convection accounts for the movement due to stirring or hydrodynamic transport.

In a battery, and therefore in a unit cell, if the velocity of the electrolyte is very slow (no-stirring), then the convection term is usually neglected in Eq. (33) resulting in the following molar flux equation:

$$N_i = -z_i u_i F C_i \nabla \Phi - D_i \nabla C_i \quad (34)$$

The application of Eq. (34) is limited to infinitely dilute systems (very dilute electrolytes). More details are given by Newman [15]. A more accurate representation of the flux is obtained when the gradient of the chemical potential is used for the derivation of the molar flux. This approach is known as concentrated solution theory [15]. For a binary electrolyte, the molar flux for the cations using concentrated solution theory becomes

$$N_+ = -D \left(1 - \frac{d \ln C_0}{d \ln C} \right) \nabla C + \frac{I t_0^0}{z_+ \nu_+ F} \quad (35)$$

where $C$ is the electrolyte concentration (moles per cubic meter), $C_0$ is the solvent concentration (moles per cubic meter), $D$ is the diffusion coefficient of the electrolyte (square meter per second), $\nu_+$ is the number of cations in which the species dissociates, and $t_0^0$ is the transfer number of cations in the electrolyte relative to the solvent velocity. Convection has been neglected from Eq. (35).

The homogeneous reaction term, $\mathcal{R}_i$ in Eq. (32), can be neglected in the separator region of the cell (assuming that the separator is chemically inert). This term can also be neglected in nonporous electrodes. When dealing with porous electrodes, the term $\mathcal{R}_i$ is used to include the effect of the electrochemical reactions in the porous active material. An expression for $\mathcal{R}_i$ is used to obtained by using porous electrode theory. More details and references about porous electrode theory are given in the literature [15].

Other equations necessary to describe the transport of species in a unit cell or battery are the charge balance equation:

$$I = F \sum_i z_i N_i \quad (36)$$

and the electroneutrality condition:

$$\sum_i z_i C_i = 0 \quad (37)$$

### 7.7 Characteristics of Batteries

The characteristics of batteries include the values of some properties of the batteries that are necessary for the selection and use of the batteries in a specific application. The characteristics of the batteries are defined by the chemistry of the battery, that is, by the materials used for the construction of the battery (electrodes and electrolyte). The most common properties or characteristics used for the selection of a battery system are energy density, capacity, operating voltage, operating temperature, service life, cycle life (for secondary
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batteries), shelf life, self-discharge rate, safety and reliability, and cost. In this section, we will describe briefly each of these characteristics or selection criteria.

The energy density is a measure of the total energy available in the battery per unit mass. Typical unit for the energy density are watt hour per kilogram (Wh/kg). The energy density is a function of the capacity and the voltage of the battery; it can be calculated as the product of the capacity and the voltage.

The capacity of a battery indicates how much current a battery is able to deliver during a 1-hour period. The common unit for the capacity is ampere hour (Ah). For instance, a battery that has a capacity of 1 Ah will be discharged in 1 hour if the discharge current applied to the battery is 1 A. The capacity and the energy density of a battery pack can be modified by tuning variables such as length of the electrodes, thickness of the electrodes, particle size of the active material, porosity of the electrodes (for porous electrodes), and thickness of the separator. The criterion to increase the capacity and the energy density of a particular battery size is to pack the maximum amount of active material possible in the volume of the can (always under safe conditions, see operating temperature description). An approximate value of the capacity of the cell can be obtained from the theoretical capacity. The theoretical capacity of the cell is the maximum cell capacity and depends only on the capacity of the electrode materials. In real life, the capacity of the cell is approximately 20 to 30% lower than the theoretical capacity because of the transport and kinetics limitations inside the battery. The theoretical capacity of the cell does not account for any internal resistances inside the battery.

The procedure to calculate the theoretical capacity of batteries is given in Sect. 7.8.

The operating voltage indicates the range for the potential of the cell during operation (charged and discharged values). The voltage of the battery is a function of the electrodes, electrolyte concentration, and temperature. The maximum voltage available in the battery (charged state) is given by the open-circuit potential of the battery. An approximate value of the open-circuit potential of the battery is given by the theoretical voltage. The theoretical voltage of the battery depends on the standard open-circuit potential of the electrodes (which can be calculated theoretically or measured experimentally as explained in Sect. 7.5.1). In real life, the open-circuit potential of the battery is lower than the theoretical voltage due to temperature and irreversible effects. More details about the theoretical voltage are given in Sect.7.8.

The operating temperature of the battery is very important for both the electrochemical and thermal performances of the battery. The electrochemical performance of the battery is affected by the temperature, which has influence on the transport properties, and electrochemical reaction rates. Transport properties and electrochemical reaction rates are enhanced at high temperatures and therefore internal resistances are reduced. However, high temperatures can cause chemical deterioration of the battery by enhancing secondary reactions in the electrodes and electrolytes, which may end up in a permanent capacity loss. Therefore, the electrode materials, electrolytes, separator, and so forth, should be stable at the range of temperature operation. The operating temperature also affects the thermal performance and safety of the battery through the sensible heat (heat generated because of the mass of the cell), ohmic
heat, and heat transfer to the ambience. Batteries must be designed to be safe at their temperature of operation; this is the reason why it is preferred to pack less active material in a battery can than the maximum possible amount. There is a trade-off between capacity of the battery and safety.

Service life is defined as the length of time operation. Service life is usually measured in hours. The service life of a battery depends on the chemistry of the battery, the type of discharge, discharge rate, capacity, and temperature. Long service lives, low discharge rates, and high temperatures (assuming the battery is chemically stable at the operating temperature) are achieved by large battery capacities. The service life represents the end of use in primary batteries and the start of a recharge cycle in secondary batteries. The end of life in secondary batteries is measured by their cycle life. A cycle is complete when the battery is discharged and charged. The cycle life of secondary batteries depends on the type of discharge, discharge rates, and temperature. The battery reaches an end due to a complete loss of capacity, which is mostly caused by undesired side reactions. The side reactions are enhanced mainly by high discharge rates and high operating temperatures.

Shelf life indicates the conditions (e.g. temperature, storage time) at which the battery can be stored. The storage conditions must be maintained carefully to reduce the self-discharge rate. Self-discharge rate is a measure of the capacity loss of a battery while it is stored. The self-discharge rate is usually measured at 20 °C, and it is indicated as the percentage loss of capacity in a year of storage (percentage loss per year). Self-discharge rates are accelerated by high storage temperatures.

Safety and reliability is a very important selection criterion for battery applications, and it considers factors such as failure rates, variability, leaking and gas generation, use of hazardous or toxic components, environmental friendly, operation under severe conditions, type of effluents, and so on.

Cost is another factor for battery selection. The cost of a battery system includes the production cost, operating or life-cycle cost, and disposing cost. The production or initial cost is affected by the design and chemistry of the battery, that is, cost of materials, type of sealing, and so on. The operating or life-cycle cost accounts for the service life and cycle life of the battery. Usually, batteries that require a high initial cost have a low operating cost. Finally, the disposing cost is the cost associated with recycling and disposal of the batteries once they are no longer useful. Battery producers are compelled to participate in a recycling and disposal program to protect the environment.

7.8 Theoretical Capacity and Voltage

The capacity and voltage of the battery was discussed in Sect. 7.7. It was mentioned that the theoretical capacity and the theoretical voltage give the maximum capacity and voltage available in the battery and that they can be used to make an estimate of these values. This section presents more details about theoretical capacity and theoretical voltage, emphasizing the procedure to calculate them.

7.8.1 Theoretical Capacity

As mentioned before, the theoretical capacity of the battery is the maximum battery capacity and depends only on
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the theoretical capacity of the electrode materials. It does not account for any internal resistances inside the battery. To calculate the theoretical capacity of a battery it is necessary to calculate the theoretical capacity of the electrode materials. The theoretical capacity of the electrode materials can be calculated using Faraday’s law. For the general electrode reaction given in Eq. (9), the theoretical capacity is given by

\[ C_e = \frac{26.8 \text{ A} \cdot \text{h}}{\text{eq} \cdot \text{g} M_e} \]  

(38)

where \( C_e \) is the theoretical capacity of the electrode (ampere hour per gram), and \( M_e \) is the equivalent weight (grams per equivalent gram, molecular weight of the electrode material divided by the number of electrons transferred during the electrode reaction) of the electrode material.

Once the theoretical capacity of both electrodes is calculated, the total capacity of each electrode should be calculated by multiplying the theoretical capacity of the electrode with the total weight of active material in the electrode, as shown

\[ C_T = C_e W_e \]  

(39)

where \( C_T \) is the total capacity of the electrode (ampere hour), and \( W_e \) is the weight of the active material in the electrode (grams).

The theoretical capacity of the cell is then given by the lowest total capacity of the two electrodes. The electrode with the lowest total capacity limits the capacity of the cell. For example, let us calculate the theoretical capacity of the Mercad cell (mercuric oxide/cadmium cell). The anodic reaction is

\[ \text{Cd} + 2\text{OH}^- \rightarrow \text{Cd(OH)}_2 + 2e^- \]  

(40)

and the cathodic reaction is given by

\[ \text{HgO} + \text{H}_2\text{O} + 2e^- \rightarrow \text{Hg} + 2\text{OH}^- \]  

(41)

The equivalent weight for the anode and cathode is \( M_{e,Cd} = 56.201 \text{ g/eq-g} \) and \( M_{e,HgO} = 108.295 \text{ g/eq-g} \), respectively. The theoretical capacity of each of the electrodes can be calculated using Eq. (38), therefore \( C_{e,Cd} = 0.477 \text{ A} \cdot \text{h/g} \) and \( C_{e,HgO} = 0.247 \text{ A} \cdot \text{h/g} \). Cadmium is usually in excess in a Mercad battery; therefore the capacity of the cell is limited by the capacity of the mercuric oxide electrode (positive electrode). If we use 5 g of the positive electrode, the total theoretical capacity of the battery will be \( C_T = 1.235 \text{ A} \cdot \text{h} \). This means that for a discharge current of 1.235 A, the battery will be theoretically discharged in 1 hour; 1.235 A is the theoretical 1C rate of the battery; where 1C is the discharge/charge rate required to theoretically discharge/charge the battery in 1 hour.

Other authors [1] define the theoretical capacity in a different way. They define it as the total quantity of electricity involved in the electrochemical reactions, and it is usually given in ampere hour per gram. According to their definition the capacity is given by

\[ C_T = \frac{1}{1/C_{e,\text{negative}} + 1/C_{e,\text{positive}}} \]  

(42)

Equation (42) expresses the total current from both the electrodes regardless of the limiting one. The user can follow any of the two definitions for the capacity of the battery (Eqs 38 or 42); however, Eq. (38) gives a closer value to the real capacity of the battery than Eq. (42). Equation (38) is commonly used when building and testing batteries.
Theoretical Voltage

The theoretical voltage of the battery represents the maximum potential that can be obtained from the battery. It is measured experimentally. The theoretical voltage is the same standard potential of the battery that was defined in Sect. 7.5.1. As explained before, it can also be calculated from the standard potentials of each of the electrodes with respect to a reference electrode. For the Mercad cell, the standard potential of each of the electrodes with respect to a SHE in aqueous solution at 25°C is $U_{\text{Cd}}^\theta = 0.81$ V and $U_{\text{HgO}}^\theta = 0.10$ V, for Eqs (40) and (41), respectively [1]. Adding both potentials gives the standard open-circuit potential of the cell, $U^\theta = 0.91$ V.

As explained before, the open-circuit potential of the battery depends on concentration, temperature, and transport limitations. The real voltage delivered by a battery in a closed circuit is affected by ohmic limitations (ohmic potential), concentration limitations (concentration overpotential), and surface limitations (surface overpotential). The close circuit potential of the cell is given by the open-circuit potential of the cell minus the drop in potential due to ohmic potential, concentration overpotential, and surface overpotential. The ohmic potential is due to the ohmic potential drop in the solution. It is mostly affected by the applied charge/discharge current of the battery. The concentration overpotential is associated with the concentration variations in the solution near the electrodes. It is strongly affected by transport properties such as: electrolyte conductivity, transference number, and diffusion coefficients. Finally, the surface overpotential is due to the limited rates of the electrode reactions. More details about potential limitations are given by Newman [15].

Battery Technologies

There are many different battery technologies available but only some of the most widespread ones will be discussed in this section. The literature about this topic is very extensive; only some of the most important aspects have been summarized in this section. The interested reader is referred to Refs 1, 7, 10 for more details.

Primary Batteries

The chemistry, advantages, disadvantages, applications, and some of the major components of the most common non-rechargeable battery technologies are summarized in this section. Table 2 presents a comparison of the energy density, open-circuit voltage, nominal voltage, end voltage, self-discharge rate, electrolyte solvents, and costs for the different primary batteries. More details about the different technologies are given next.

Leclanché’s Cells

Leclanché’s cells have been around for more than 100 years. They are also known as zinc/carbon cells or dry cells. They use a chemically produced manganese dioxide cathode (positive electrode), a zinc (foil or sheet) anode (negative electrode), and an aqueous electrolyte. Typical electrolyte mixtures include ammonium chloride and zinc chloride dissolved in water. The electrodes are separated by a cereal paste wet with electrolyte or a starch or polymer-coated absorbent kraft paper. The reactions
### Tab. 2  Characteristics and comparison of primary batteries

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Leclanché</th>
<th>Magnesium</th>
<th>Alkaline manganese dioxide</th>
<th>Silver oxide</th>
<th>Zn/air</th>
<th>Li/SO₂</th>
<th>Li/MnO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy density(^b) (Wh kg(^{-1}))</td>
<td></td>
<td></td>
<td>125</td>
<td>–</td>
<td>–</td>
<td>260</td>
<td>230</td>
</tr>
<tr>
<td>Open-circuit voltage (V)</td>
<td>1.5–1.75</td>
<td>1.9–2.0</td>
<td>1.5–1.6</td>
<td>1.6</td>
<td>1.45</td>
<td>3.1</td>
<td>3.5</td>
</tr>
<tr>
<td>Nominal voltage (V)</td>
<td>1.5</td>
<td>1.6</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td>End voltage (V)</td>
<td>0.9</td>
<td>1.2</td>
<td>0.9</td>
<td>1.0</td>
<td>0.9</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Self-discharge rate(^b) (% loss year(^{-1}))</td>
<td>10</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>3(^c)</td>
<td>2</td>
<td>1–2</td>
</tr>
<tr>
<td>Electrolyte solvent</td>
<td>Aqueous</td>
<td>Aqueous</td>
<td>Aqueous</td>
<td>Aqueous</td>
<td>Aqueous</td>
<td>Not aqueous(^d)</td>
<td>Not aqueous(^e)</td>
</tr>
<tr>
<td>Cost (1 to 5 – least to most expensive)</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

*Data taken from Ref. 1.

\(^{b}\)At 20°C.

\(^{c}\)If sealed.

\(^{d}\)Acetonitrile.

\(^{e}\)Propylene carbonate or 1,2-dimethoxyethane.
Leclanché’s cells are very complex and they have not been entirely understood yet. The basic reaction process starts with the reduction of the manganese electrode and the oxidation of the zinc electrode as follows

\[
2\text{MnO}_2 + 2\text{H}_2\text{O} + 2e^- \rightarrow 2\text{MnOOH} + 2\text{OH}^- \tag{43}
\]

\[
\text{Zn} \rightarrow \text{Zn}^{+2} + 2e^- \tag{44}
\]

Equations (43) and (44) take place at the positive electrode (cathode) and the negative electrode (anode), respectively. The products from the basic electrochemical reactions (Eqs 43 and 44) can react with the electrolyte solution forming different intermediate compounds depending on the discharge rate. For instance, when a solution of ammonium chloride in water is used as electrolyte, the zinc cations can react with the electrolyte according to

\[
\text{Zn}^{+2} + 2\text{OH}^- + 2\text{NH}_4^+ \rightarrow \text{Zn(NH}_3)_2^{+2} + 2\text{H}_2\text{O} \tag{45}
\]

More information about the cell reactions and their mechanisms can be found elsewhere [1, 7]. For cells with ammonium chloride as electrolyte, the overall reaction for light discharge rates can be summarized by

\[
\text{Zn} + 2\text{MnO}_2 + 2\text{NH}_4\text{Cl} \rightarrow 2\text{MnOOH} + \text{Zn(NH}_3)_2\text{Cl}_2 \tag{46}
\]

For cells with zinc chloride as electrolyte, the overall reaction for light discharge rates can be summarized by

\[
\text{Zn} + 2\text{MnO}_2 + 2\text{H}_2\text{O} + \text{ZnCl}_2 \rightarrow 2\text{MnOOH} + 2\text{Zn(OH)Cl} \tag{47}
\]

\[
2\text{MnO}_2 + \text{H}_2\text{O} + 2e^- \rightarrow \text{Mn}_2\text{O}_3 + 2\text{OH}^- \tag{48}
\]

Leclanché’s cells are produced in cylindrical and flat (prismatic) designs in different sizes. Their energy density at 20 °C is very low (65 Wh kg\(^{-1}\)) for the cylindrical size, see Table 2) compared to the other primary battery technologies. However, they are the cheapest batteries available in the market (see Table 2). Their nominal voltage is 1.5 V, which is comparable with other battery technologies (see Table 2).

The applications of Leclanché’s cells include gas lighter, toys, watches, alarms, emergency lighting, lanterns, Geiger counters, and mass spectrometers. One of the main advantages of Leclanché’s cells is that they have a long tradition of reliability; other advantages include low cell cost, large selection of shapes, and diverse sizes, voltages, and capacities. Disadvantages of these cells are low energy density, low efficiency, and poor storage life. It has also been reported that Leclanché’s cells do not operate well under low-temperature conditions, they leak easily under abuse conditions, and their voltage falls steadily with discharge.

### 7.9.1.2 Magnesium Cells

The chemistry of Leclanché’s cells was modified by changing the zinc electrode for a magnesium electrode. This change brought a new type of cells known as magnesium cells into the battery market. Magnesium cells use a manganese dioxide cathode (like the Leclanché’s cells), a magnesium anode, and an aqueous electrolyte. Typical electrolyte mixtures include solutions of magnesium perchlorate with lithium chromate or magnesium bromide dissolved in water. Kraft paper is used as separator. The cell reactions are
\[ Mg + 2OH^- \rightarrow Mg(OH)_2 + 2e^- \]  \hspace{1cm} (49)

Equations (48) and (49) take place at the cathode and anode, respectively. Therefore, the overall cell reaction can be summarized by

\[ Mg + 2MnO_2 + H_2O \rightarrow Mn_2O_3 + Mg(OH)_2 \]  \hspace{1cm} (50)

Magnesium cells are produced in cylindrical shape. Their energy density at 20°C is 100 Wh kg\(^{-1}\), which is higher than that of Leclanché’s cells but lower than that for other battery technologies (see Table 2). Their nominal voltage is 1.6 V, which is comparable with other battery technologies (see Table 2).

These cells are mainly used in military applications, such as radio transceivers, and emergency or standby equipment. The main advantage of the magnesium cells is that they double the capacity of Leclanché’s cell. Other advantages of magnesium cells include good capacity retention, higher cell voltage than zinc–carbon cells, and low cost. Disadvantages of these cells are voltage delay, production of hydrogen during discharge because of the corrosion of magnesium, heat generated during use, and poor low-temperature performance.

### 7.9.1.3 Alkaline Manganese Dioxide Batteries

Alkaline manganese dioxide batteries have been around since 1959. They are usually known as alkaline batteries. They are a variation of Leclanché’s cells. They use an electrolyte produced manganese dioxide as cathode (to improve its purity and increase the capacity of the cell), powdered zinc as anode (to provide a larger surface area for the reaction), and a highly concentrated solution of potassium hydroxide dissolved in water as electrolyte. Alkaline manganese dioxide batteries have a better electrochemical performance than Leclanché’s cells, which is basically due to the electrolyte system and the purity and characteristics of the electrode materials used in alkaline manganese dioxide batteries. Cellulose, vinyl polymers, and polyolefins are used as separators. The cell reactions are very complex and are dependent on the discharge rate; the initial process includes the reduction of the manganese oxide electrode and the oxidation of the zinc electrode as given in

\[ 2MnO_2 + 2H_2O + 2e^- \rightarrow 2MnOOH + 2OH^- \]  \hspace{1cm} (51)

\[ Zn + 2OH^- \rightarrow Zn(OH)_2 + 2e^- \]  \hspace{1cm} (52)

Equations (51) and (52) take place at the positive and negative electrodes, respectively. The overall cell reaction can be summarized by

\[ Zn + 2MnO_2 + 2H_2O \rightarrow Zn(OH)_2 + 2MnOOH \]  \hspace{1cm} (53)

Alkaline manganese dioxide batteries are produced in cylindrical and button shapes. Their energy density at 20°C is 125 and 38 Wh kg\(^{-1}\) for cylindrical and button shapes, respectively (see Table 2). Their nominal voltage is 1.5 V, which is comparable with other battery technologies (see Table 2).

The primary market of the alkaline cells is for small-scale portable applications such as cameras, toys, headphones, stereos, radios, liquid crystal TVs, and emergency lighting. Advantages of alkaline manganese dioxide batteries are good high rate discharge capability, high energy
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output, good shelf life, good leakage resistance, good low-temperature performance, and good shock resistance. Their disadvantages include high initial production costs and a slightly higher operating cost than carbon-zinc cells (cylindrical type), see Table 2.

7.9.1.4 Silver Oxide Cells
Silver oxide cells were developed in the 1960s. These cells use silver oxide mixed with carbon (to increase the electronic conductivity of the material) as cathode, amalgamated pellet zinc powder as anode, and a solution of potassium hydroxide or sodium hydroxide with dissolved zincates in water as electrolyte. Permion (a radiation graft of methacrylic acid onto a polyethylene membrane) is used as separator. The cell reactions are

\[ \text{Ag}_2\text{O} + \text{H}_2\text{O} + 2e^- \longrightarrow 2\text{Ag} + 2\text{OH}^- \]  (54)

\[ \text{Zn} + 2\text{OH}^- \longrightarrow \text{Zn(OH)}_2 + 2e^- \]  (55)

Equations (54) and (55) take place at the cathode and anode, respectively. The overall cell reaction is given by

\[ \text{Zn} + \text{Ag}_2\text{O} + \text{H}_2\text{O} \longrightarrow \text{Zn(OH)}_2 + 2\text{Ag} \]  (56)

Silver oxide batteries are produced in button shapes. Their energy density at 20°C is 120 Wh kg\(^{-1}\), which is higher than that of the alkaline manganese dioxide batteries (see Table 2). Their nominal voltage is 1.5 V, which is comparable with other battery technologies (see Table 2).

The primary market of these cells is for hearing-aid devices, photographic applications, watches, and calculators. Advantages of these cells include high energy density, high rate capability, flat discharge curve, good low-temperature performance, negligible leakage, negligible salting performance, shock and vibration resistance, and good shelf life. Their main disadvantage is their high cost, which limits the number of applications. They have one of the highest costs as indicated in Table 2.

7.9.1.5 Zinc/Air Cells
Zinc/air cells were commercialized in 1932. They use oxygen from the environment to produce electrical energy. Oxygen diffuses into the cell and is used as cathode, powdered zinc is used as anode, and an aqueous solution of potassium hydroxide is used as electrolyte. Excess of water vapor can degrade the performance of the cell; to minimize this situation a hydrophobic membrane is used as separator. The cell reactions are

\[ \frac{1}{2}\text{O}_2 + \text{H}_2\text{O} + 2e^- \longrightarrow 2\text{OH}^- \]  (57)

\[ \text{Zn} \longrightarrow \text{Zn}^{2+} + 2e^- \]  (58)

\[ \text{Zn}^{2+} + 2\text{OH}^- \longrightarrow \text{Zn(OH)}_2 \]  (59)

\[ \text{Zn(OH)}_2 \longrightarrow \text{ZnO} + \text{H}_2\text{O} \]  (60)

Equation (57) takes place at the cathode, while Eqs (58–60) take place at the anode. The overall cell reaction is given by

\[ \text{Zn} + \frac{1}{2}\text{O}_2 \longrightarrow \text{ZnO} \]  (61)

Zinc/air batteries are produced in button shape. Their energy density at 20°C is 340 Wh kg\(^{-1}\), which is the highest energy density of the primary battery technologies (see Table 2); however, their applications are limited because their performance is not independent on the environmental conditions (because oxygen is obtained from the environment). Their nominal voltage is 1.5 V, which is comparable with other battery technologies (see Table 2).
Their primary market is for applications such as: man-pack radios, radar systems, electronic watches, and hearing-aid devices. Their advantages include high energy density, flat discharge voltage, long shelf life, low cost, capacity independent of temperature, and load within the operating range. Another advantage is that the cathode material does not run out from the system because it is obtained from the environment. The capacity of the battery is limited by the amount of zinc available in the cell. The cells are environmentally friendly. Their main disadvantage is the limited power output. In addition, the cells have a short life once activated if the humidity of the air used is higher than the equilibrium water vapor pressure of the electrolyte mixture.

7.9.1.6 Lithium Batteries

Primary lithium batteries were introduced into the market in 1973, although research in this area started 20 years earlier. The major concern with the use of lithium in batteries was the stabilization and passivation of the material. Several properties make lithium a very attractive metal for battery applications, such as its light weight, high electrochemical equivalence, high voltage, and good conductivity. However, lithium is a very reactive material, especially in the presence of water. Non-aqueous electrolytes are used in lithium batteries to avoid violent reactions. Even though the electrolytes are mostly dry, lithium still reacts with the electrolyte forming a passivation layer called solid electrolyte interface (SEI). The formation of the SEI is convenient from a safety standpoint; it makes the material stable during the operation of the battery and provides a longer shelf life to the battery. On the other hand, the SEI causes a decrease in the capacity of the cell and it significantly modifies the electrochemical behavior of lithium. Kinetics and details about the formation of the SEI are still unknown.

Lithium primary batteries can be classified into three different categories: soluble cathode cells, solid cathode cells, and solid electrolyte cells. Their classification depends on the type of cathode material and the electrolytes used. Soluble cathode cells use liquid or gaseous cathode materials that are dissolved in the electrolyte. Because of the physical state of the cathode, they have a low resistance, which gives them a high rate capability. Nevertheless, the pressure in these cells can go really high due to the presence of gases. Solid cathode cells use solid materials as cathodes. They have the advantage of not being highly pressurized; however, they do not have the high rate capability that soluble cathode cells possess. Solid cathode cells are usually designed to handle medium discharge rates. Solid electrolyte cells use solid electrolytes, which give them an extremely long storage life, and practically eliminate pressure problems in lithium batteries. However, the internal resistance of these cells is the highest and therefore they are capable of handling only low discharge rates. The most common primary lithium batteries available in the market belong to the soluble cathode cells and solid cathode cells categories. A brief description of the most popular designs in these two categories is given next.

7.9.1.6.1 Li/\(\text{SO}_2\) Cells

Lithium/sulfur dioxide cells (Li/\(\text{SO}_2\)) are perhaps one of the most advanced lithium battery systems. They belong to the soluble cathode cells category. Liquid \(\text{SO}_2\) is used as cathode; a lithium foil is used as anode, and lithium bromide dissolved in acetonitrile is used as electrolyte. The active cathode material is held on an aluminum mesh with
a carbon black/Teflon mix. Carbon black is used as filler to increase the electronic conductivity of the cathode and Teflon is used as binder. The separator is made of a microporous polypropylene. The cell reactions are

\[
2\text{SO}_2 + 2e^- \rightarrow S_2\text{O}_4^{2-} \quad (62)
\]

\[
2\text{Li} \rightarrow 2\text{Li}^+ + 2e^- \quad (63)
\]

Equations (62) and (63) take place at the cathode and anode electrodes, respectively. The overall cell reaction is given by

\[
2\text{Li} + 2\text{SO}_2 \rightarrow \text{Li}_2\text{S}_2\text{O}_4 \quad (64)
\]

Li/\text{SO}_2 batteries are produced in cylindrical shapes. Their energy density at 20°C is 260 Wh kg\(^{-1}\), which is the highest energy density of the primary battery technologies at the cylindrical size (see Table 2). Their nominal voltage is 3.1 V, which is twice as high as the nominal voltage of other primary batteries (see Table 2). These batteries are one of the most expensive batteries in the market.

These cells are mainly used in military equipment such as radio transceivers, portable surveillance devices, and munitions. The cells possess a low internal resistance and they can handle high current or high-power requirements. Other advantages of Li/\text{SO}_2 cells include light weight, small size, and excellent performance at low temperatures. On the other hand, these batteries may produce severe voltage delay during long storage, which is a consequence of the SEI on the surface of the anode. In addition, if the cells are abused they may explode or vent a highly toxic gas.

7.9.1.6.2 Li/\text{MnO}_2 Cells  The lithium/manganese dioxide cells are the most popular cells produced in the solid cathode category of lithium primary batteries. Special treated manganese dioxide is used as cathode, a lithium foil is used as anode, and a lithium salt dissolved in an organic solvent is used as electrolyte. Lithium perchlorate is one of the most common salts used in the electrolyte, while propylene carbonate and 1,2-dimethoxyethane are the main solvents used in the electrolyte mixture. Polypropylene is used as separator. The cell reactions are

\[
\text{Mn}^{\text{IV}}\text{O}_2 + \text{Li}^+ + e^- \rightarrow \text{Mn}^{\text{III}}\text{O}_2(\text{Li}^+) \quad (65)
\]

\[
\text{Li} \rightarrow \text{Li}^+ + e^- \quad (66)
\]

Equations (65) and (66) take place at the cathode and anode electrodes, respectively. In this case, lithium ions enter into the manganese dioxide crystal lattice; this structure is represented by \(\text{Mn}^{\text{III}}\text{O}_2(\text{Li}^+)\). The overall cell reaction is summarized by

\[
\text{Li} + \text{Mn}^{\text{IV}}\text{O}_2 \rightarrow \text{Mn}^{\text{III}}\text{O}_2(\text{Li}^+) \quad (67)
\]

Li/\text{MnO}_2 batteries are produced in cylindrical, flat (prismatic), and button shapes. Their energy density at 20°C is 230 and 200 Wh kg\(^{-1}\) for cylindrical and button shapes, respectively (see Table 2). Their nominal voltage is 3.5 V, which is the highest nominal voltage of the primary battery technologies (see Table 2).

Because of the solid cathode material, these cells are used at moderate and low discharge rates. Their primary market is for memory backup applications. They are also used in watches, calculators, cameras, photoflash, motor drives, and toys. Li/manganese dioxide cells have a great performance at moderate and low discharge rates. Other advantages include high cell voltage and excellent storability even at elevated temperatures. Their major
disadvantage is the moderate and low capability rate due to the internal resistance of the cells. Because of the low discharge rate limitation, these cells are not available in large sizes.

7.9.2 Secondary Batteries

The chemistry, advantages, disadvantages, applications, and some of the major components of the most common rechargeable battery technologies are summarized in this section. Table 3 presents a comparison of the energy density, cell voltage operating range, operating temperature, self-discharge rate, cycle life, electrolyte solvents, high rate performance, and costs for the different secondary batteries. More details about the different secondary battery technologies are given next.

7.9.2.1 Lead-acid Batteries

Lead-acid batteries were developed in 1859 by Planté. Scientists including Faure, Volkmar, Brush, Gladstone, Tudor, Phillipart, and Woodward among others, contributed to improve Planté’s cell and to create the lead-acid battery designs that are now available in the market. Lead-acid batteries use lead dioxide as cathode material, metallic lead as negative material, and a sulfuric acid solution as electrolyte. Different materials are used as separator, for example, microporous rubber, cellulose, polyvinyl chloride, polyethylene, and glass fiber. The cell reactions are

\[
PbO_2 + H_2SO_4 + 2H^+ + 2e^- \xrightarrow{\text{Discharge}} PbSO_4 + 2H_2O \tag{68}
\]

\[
Pb + H_2SO_4 \xrightarrow{\text{Charge}} PbSO_4 + 2H^+ + 2e^- \tag{69}
\]

Equations (68) and (69) take place at the cathode and anode electrodes, respectively. The overall cell reaction is summarized by

\[
Pb + PbO_2 + 2H_2SO_4 \xleftrightarrow{\text{Discharge/Charge}} 2PbSO_4 + 2H_2O \tag{70}
\]

Lead-acid batteries are produced in prismatic sizes. There are different models of lead-acid batteries available in the market. The models can be classified according to the application on:

- SLI (starting, lighting, ignition) batteries. These models are used in automobiles (automotive design). Their function is to start an internal combustion engine. SLI batteries discharge briefly but at high current. The most important characteristics of the SLI models are given in Table 3.
- Deep cycle and traction batteries. These models are used in electric vehicles. Traction batteries are designed to power vehicles.

The market of lead-acid batteries is divided into the following categories: automotive designs (and small energy storage designs) and industrial designs. Common applications in automotive designs (and small storage designs) are golf carts, off-road vehicles, on-road vehicles, emergency lighting, alarm signs, and sealed cells for tools, instruments, and electronic devices. Common applications in industrial designs are railway signals, switchgears, and so on.

The operating voltage of lead-acid batteries is from 2.0 to 1.8 V. Their operating voltage is higher than those for other technologies but lower than the operating voltage of lithium-ion batteries (see Table 3). Lead-acid batteries have the best
## Tab. 3  Characteristics and comparison of secondary batteries

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Secondary batteries</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lead acid (SLI design)</td>
</tr>
<tr>
<td>Energy density$^b$ (Wh kg$^{-1}$)</td>
<td>35</td>
</tr>
<tr>
<td>Cell voltage operating range (V)</td>
<td>2.0–1.8</td>
</tr>
<tr>
<td>Operating temperature ($^\circ$C)</td>
<td>−40 to 55</td>
</tr>
<tr>
<td>Self-discharge rate$^b$ (% loss/month)</td>
<td>2–3$^c$</td>
</tr>
<tr>
<td>Cycle life</td>
<td>200–700</td>
</tr>
<tr>
<td>Electrolyte solvent</td>
<td>Aqueous</td>
</tr>
<tr>
<td>High rate performance</td>
<td>Good</td>
</tr>
<tr>
<td>Cost (1 to 4 — least to most expensive)</td>
<td>1</td>
</tr>
</tbody>
</table>

$^a$Data taken from Ref. 1.

$^b$At 20 $^\circ$C.

$^c$Maintenance free design.

$^d$Organic solvents such as propylene carbonate, ethylene carbonate, ethyl methyl carbonate, and so on.
self-discharge rate (2–3 % loss month\(^{-1}\))
of the secondary battery technologies and
they are the cheapest to produce. Other
advantages of lead-acid batteries include
their relatively low production cost, ease
of manufacture, availability of the raw ma-
terials, long cycle life, and versatile uses.
Disadvantages of these batteries are poor
low-temperature characteristics, limited
energy density, and poor charge retention.
These batteries cannot be left in the dis-
charged state for too long without being
damaged. In addition, lead-acid batteries
are subject to the following self-discharge
reactions:

\[
PbO_2 + H^+ + H_2O^{-} \rightarrow PbSO_4 + \frac{1}{2}O_2 \tag{71}
\]

\[
Pb + H^+ + H_2O^{-} \rightarrow PbSO_4 + H_2 \tag{72}
\]

The self-discharge reactions cause hy-
drogen and oxygen evolution, which may
end up causing thermal runaway in the
battery. The rates of the self-discharge
processes (Eqs 71 and 72) depend on tem-
perature, electrolyte volume and concen-
tration, and impurity content (specially
antimony content). More details about the
self-discharge process in these batteries is
given in the literature [7].

7.9.2.2 Nickel–Cadmium Batteries

Nickel–cadmium (Ni–Cd) batteries were
invented in 1899 by Jungner. They use
nickel hydroxide as cathode active material,
cadmium and iron as anode, and an aque-
sous solution of potassium hydroxide as
electrolyte. Materials such as polystyrene,
nonwoven nylon, and cellulose are used as
separators. The cell reactions are

\[
2\text{NiO(OH)} + 2\text{H}_2\text{O} + 2e^- \xrightarrow{\text{Discharge}} 2\text{Ni(OH)}_2 + 2\text{OH}^- \tag{73}
\]

\[
\text{Cd} + 2\text{OH}^- \xrightarrow{\text{Discharge}} \text{Cd(OH)}_2 + 2e^- \tag{74}
\]

Equations (73) and (74) take place at
the cathode and anode, respectively. In
practice, these reactions are more complex
with the formation of different NiO(OH)
modifications and a series of higher nickel
oxides with different degrees of hydration.
The overall reaction is summarized by

\[
\text{Cd} + 2\text{NiO(OH)} + 2\text{H}_2\text{O} \xrightarrow{\text{Charge}} \text{Cd(OH)}_2 + 2\text{Ni(OH)}_2 \tag{75}
\]

Ni–Cd batteries are produced in pris-
matic, cylindrical, and button designs in
different sizes. There are different kinds
of Ni–Cd batteries available but all of
them fall into any of the two categories:
vented Ni–Cd batteries and sealed Ni–Cd
batteries. Sealed Ni–Cd batteries are not
designed for a pressure build up. More
details about sealed Ni–Cd batteries are
given in Table 3.

Ni–Cd batteries are used in different
standby power applications such as: emer-
gency lighting, emergency power source,
extensive railroad, emergency brakes, and
air conditioning. They can be used as
a power source for signal lamps, hand
lamps, and searchlights. Other applica-
tions include lightweight portable applica-
tions for mobile and military equipment.
They are also used to start engines such
as aircraft turbine engines and diesel
engines. The different types of Ni–Cd
batteries (vented or sealed) have the following common advantages: long life cycles, reliability, low maintenance, strong and sturdy, great long-term storage, good charge retention, and they can be operated at a wide range of temperatures. The vented sintered plate has 50% higher energy density than the pocket plate. The sealed type has the advantage of being closed. Disadvantages of Ni–Cd batteries include: they are more expensive than lead-acid batteries, they require a controlled charging system to prevent thermal runaway, and they go through the “memory effect”.

The term memory effect is used to describe a reversible process that may result in a gradual reduction of both power and capacity of the Ni–Cd batteries with cycling (it may also take place in Nickel–metal hydride batteries). The effect takes place following shallow charge–discharge cycles, that is, the effect is usually noticed when the batteries are partially discharged and recharged repetitively without the benefit of a full discharge. For instance, suppose that a Ni–Cd battery is usually discharged in three hours for a particular application when submitted to complete charge/discharge cycles; if the battery is not allowed to discharge completely before charging it, the user will notice that the next time the battery is used it will discharge in a time shorter than 3 hours. The phenomenon is called memory effect because the battery seems to remember the lower capacity. The total capacity of the cell is not affected during this process, because the process is reversible and can be fixed by submitting the battery to a normal full charge/discharge cycle. Irreversible capacity loss (capacity fade) is caused by a reduction of the electrolyte volume due to evaporation at high temperatures, by degradation of the separator, or by internal short circuits in the battery.

The term memory effect should not be confused with other degradation phenomena that take place in Ni–Cd batteries, which are known as voltage depression (reversible capacity loss) and capacity fade (irreversible capacity loss). Voltage depression takes place when the battery is overcharged, especially at high temperatures, which causes the formation of nickel–cadmium alloy. Nickel–cadmium alloy discharges at a lower voltage than pure cadmium, causing a reversible decrease in the capacity of the battery. The effect is reversible and can be fixed by submitting the battery to a normal full discharge/charge cycle. Irreversible capacity loss (capacity fade) is caused by a reduction of the electrolyte volume due to evaporation at high temperatures, by degradation of the separator, or by internal short circuits in the battery.

7.9.2.3 Nickel–Hydrogen Batteries
Nickel–hydrogen batteries (Ni/H₂) were developed in 1970 for aerospace applications. These batteries are a combination of the Ni–Cd technology (Ni electrode) and the fuel-cell technology (H₂ electrode). They use nickel hydroxide as cathode active material, a hydrogen electrode as anode, and an aqueous solution of potassium hydroxide as electrolyte. Asbestos (fuel-cell grade asbestos paper) and Zircar (untreated knit ZYK-15 Zircar cloth) are used
as separators. The cell reactions are

\[
\text{NiO(OH)} + \text{H}_2\text{O} + e^- \quad \text{Discharge} \quad \text{Charge} \\
\text{Ni(OH)}_2 + \text{OH}^- 
\]

Equations (76) and (77) take place at the cathode and anode, respectively. The overall cell reaction is given by

\[
\frac{1}{2}\text{H}_2 + \text{NiO(OH)} \quad \text{Discharge} \quad \text{Charge} \\
\text{Ni(OH)}_2 + \text{OH}^- 
\]

7.9.2.4 Nickel–Metal Hydride (Ni/MH) Batteries

Nickel–metal hydride batteries (Ni/MH) were designed after Ni/H\textsubscript{2} batteries. The idea was to design a battery with characteristics similar to the Ni/H\textsubscript{2} batteries for consumer applications. In Ni/MH batteries a metal alloy is used to store hydrogen while Ni/H\textsubscript{2} batteries use a direct hydrogen electrode. Ni/MH batteries were commercialized in 1990 by Sanyo and Matsushita for consumer applications. Ni/MH batteries use nickel hydroxide as active material for the cathode, a metal hydride as anode, and a solution of potassium hydroxide in water as electrolyte. The metal hydride is a type of alloy (hydrogen absorption alloy) that is capable of undergoing a reversible hydrogen absorbing/desorbing process while the battery is charged and discharged. Hydrogen absorption alloys can absorb up to a thousand times their own volume of hydrogen and they are composed of two metals, one that absorbs hydrogen exothermically and the other that absorbs hydrogen through an endothermic process. The combination of the two metals allows the release of hydrogen at normal temperature and pressure levels while the battery is operating. The most common metal hydride materials are the AB\textsubscript{2} series (e.g. ZrNi\textsubscript{2}) and the AB\textsubscript{5} series (e.g. LaNi\textsubscript{5}). More details about hydrogen absorption alloys can be found elsewhere [1, 7]. Separators for these batteries are made of fine fibers that allow oxygen diffusion (e.g. synthetic non-woven material). The cell reactions are

\[
\text{NiO(OH)} + \text{H}_2\text{O} + e^- \quad \text{Charge} \quad \text{Discharge} \\
\text{Ni(OH)}_2 + \text{OH}^- 
\]
MH + OH$^-$ \xrightleftharpoons{\text{Charge}}{} \xrightleftharpoons{\text{Discharge}}{} M + H_2O + e^-$ \tag{80}

Equations (79) and (80) take place at the cathode and anode, respectively. The overall reaction is summarized by

MH + NiO(OH) \xrightleftharpoons{\text{Charge}}{} \xrightleftharpoons{\text{Discharge}}{} M + Ni(OH)_2 \tag{81}

The overall reaction does not involve the electrolyte; therefore, the electrolyte volume does not change in the battery during discharge and charge cycles, as it does in Ni/Cd batteries (see Eq. 75).

Nickel–metal hydride batteries are produced in cylindrical, button, and flat designs in different sizes. Some characteristics of these batteries are summarized in Table 3. Ni/MH batteries have a much higher energy density than Ni/Cd batteries. Their energy density is about 50 Wh kg$^{-1}$ at 20$^\circ$C.

Applications of Ni/MH batteries include computers, camcorders, cellular phones, communication equipment, variety of cordless consumer products, high rate long cycle life applications, electric vehicles (under development), and so on. Ni/MH batteries are more environmental friendly than Ni/Cd batteries, and they are easy to dispose. Disadvantages of Ni/MH batteries include lower rate capability, poorer charge retention, and less tolerance for overcharge than Ni–Cd batteries. Like Ni/Cd batteries, Ni/MH batteries are also subject to the memory effect; a description of this phenomenon can be found in Sect. 7.9.2.2.

Ni/MH batteries are subject to self-discharge and capacity fade due to the reaction of the residual hydrogen in the cell with the positive electrode, as well as the slow decomposition of both electrodes. Self-discharge and capacity fade in Ni/MH batteries are enhanced by high temperatures.

### 7.9.2.5 Lithium-ion Batteries (Li-ion)

Lithium-ion batteries (Li-ion) were developed after primary lithium batteries to get rechargeable high energy density batteries. The first rechargeable batteries were made using a lithium foil and they are known as rechargeable lithium batteries or secondary lithium batteries. These batteries had a high energy density but they had a tendency to pose safety problems. Problems arose when lithium batteries were recharged, which caused lithium to deposit on the metallic lithium electrode forming a porous deposit with a much larger surface area than the original metal. The increase in the surface area produced a material more reactive and more sensitive to thermal stability than the original lithium electrode (explosions of these batteries were reported, thermal runaway). Another problem with secondary lithium batteries was the constraint to obtain a good cycle life. As mentioned in Sect. 7.9.1.6, lithium is a very reactive material that gets passivity in the electrolyte by forming a SEI. Every time the battery was recharged, lithium was deposited on the lithium electrode disturbing the SEI layer, and then new lithium from the electrode was used to rebuild the SEI layer. This process decreased the capacity of the battery and reduced its cycle life. Therefore, to obtain a reasonable cycle life, an excess of lithium was used, usually a three- to fivefold excess of lithium. These problems were solved with the development of lithium-ion batteries.

Lithium-ion batteries have been commercialized recently. In 1991, Sony introduced the first lithium-ion battery into the market. Li-ion batteries use carbon materials (which can reversibly accept and donate
significant amounts of lithium, without affecting its mechanical and electrical properties) as anodes, lithium intercalation compounds as positive electrodes, and nonaqueous solutions as electrolyte mixtures. Carbon can be used as anode material because the chemical potential of lithiated carbon is almost identical to the chemical potential of lithium. Different types of carbons are used (e.g. natural graphite, petroleum coke), and the capacity of the battery will depend on the material used as the anode. Transition metal intercalation compounds used as positive or cathode electrodes include LiCoO₂, LiMn₂O₄, and LiNiO₂. LiNiO₂ has the highest capacity, while LiMn₂O₄ has the lowest capacity; on the other hand, LiMn₂O₄ decomposes at higher temperatures than LiNiO₂. Again, the capacity of the battery depends on the material used as positive electrode. Electrolyte mixtures include a lithiated salt (e.g. LiPF₆, LiASF₆, LiClO₄) dissolved into an organic solvent (e.g. ethylene carbonate, propylene carbonate, ethyl methyl carbonate, dimethyl carbonate). Polyethylene and polypropylene are used as separators. The cell reactions are

\[ x\text{Li}^+ + xe^- + \text{Li}_{1-x}\text{AB} \xrightleftharpoons{\text{Discharge}} \xleftleftharpoons{\text{Charge}} \text{LiAB} \]  
\[ \text{Li}_x\text{C}_6 \xrightleftharpoons{\text{Discharge}} x\text{Li}^+ + \text{C}_6 + xe^- \]  
\[ \text{Li}_x\text{C}_6 + \text{Li}_{1-x}\text{AB} \xrightleftharpoons{\text{Discharge}} \xleftleftharpoons{\text{Charge}} \text{C}_6 + \text{LiAB} \]

Equations (82) and (83) take place at the cathode and anode, respectively. The overall cell reaction is summarized by

\[ \text{Li}_x\text{C}_6 + \text{Li}_{1-x}\text{AB} \xrightleftharpoons{\text{Discharge}} \xleftleftharpoons{\text{Charge}} \text{C}_6 + \text{LiAB} \]

Lithium-ion batteries are built in cylindrical and flat designs in different sizes. Table 3 summarizes some of the characteristics of Li-ion batteries. Li-ion batteries possess the highest energy density (90 Wh kg⁻¹) and the highest voltage range (4.0–2.5 V) among secondary batteries. Other advantages include lightweight, and no memory effect. Applications of lithium-ion batteries include cell phones, laptops, electric vehicles (under development), and satellites (under development). Disadvantages of these batteries are no high rate capability (nonaqueous electrolyte increases the internal resistance of the battery) and capacity fade. One of the mechanisms associated with capacity fade is the formation of the SEI layer; more details about this are given in Sect. 7.9.1.6. Other mechanisms associated with capacity fade are electrolyte decomposition, active material dissolution, lithium deposition, electrolyte oxidation, phase change, and so on. A summary of the different mechanisms is given by Arora et al. [3].

### 7.10 Mathematical Modeling of Batteries

Mathematical modeling of batteries has many applications. Once a model has been validated, it can be used to (1) predict the performance of the battery, (2) design a battery for specific applications, (3) estimate important parameters and properties (i.e. solid diffusion coefficients, activity coefficients, etc.), and (4) validate a theory proposed to explain the behavior of experimental data.

The behavior of a battery is normally hard to predict due to the complex chemical and physical processes inside the battery. A very detailed model implies the solution of the material and energy balances in the battery, and therefore the simultaneous solutions of partial
differential equations (PDE). The purpose of this section is to present a general procedure for the mathematical modeling of batteries, and to provide the reader with some references in the field. The formulation of equations required for the modeling of the battery is beyond the scope of this section. The required equations and examples of their applications can be found in some of the references cited here.

Mathematical modeling of batteries can be accomplished successfully through the following steps: (1) draw schematic diagram of the battery and define the complexity of the model, (2) formulate the equations, (3) solve model equations, (4) estimate properties and parameters, and (5) validate the model. An explanation for each of these steps is given next.

7.10.1 Schematic Diagram and Complexity of the Model

The first step is to draw a schematic diagram of the battery with a clear definition of the desired predicted variables (dependent variables) and the provided variables (independent variables). As mentioned before, a battery is a combination of several electrochemical cells connected in series or in parallel depending on the desired voltage and capacity, which increases the complexity of the model. We need to decide how the battery (set of cells) will be modeled. To do this it is necessary to define the complexity of the model. The complexity of the model depends on the purpose and the application of the model. We have classified the complexity of the model as (1) empirical models and (2) first-principle models.

One widely used approach in engineering to characterize a device is to use empirical fitting based on extensive experimental data, which has the advantage of good accuracy and easy implementation; however, the obtained model equations are cell and operation specific and cannot provide any mechanism information about the cell. Compared to empirical models, first-principle models are usually more complex and very time consuming to build, but they can be used to investigate the intrinsic mechanisms of the system and to provide reasonable explanations of some abnormal behaviors of the system. They can also be easily adjusted for different types of cells. Both of these approaches are discussed below.

7.10.1.1 Empirical Models

Empirical models use analog circuit theory to predict the performance of the battery. In this case, an appropriate circuit is used as the schematic representation of the battery. Figure 9 shows an example of a
circuit representation of a battery. This battery representation has been widely used in battery modeling. In this case, the battery performance is described by the following equation:

\[ V = U + I_{\text{app}} R_{\text{int}} \]  

(85)

where \( R_{\text{int}} \) is the internal resistance of the battery (ohms), and \( I_{\text{app}} \) is the total applied current (amperes), and \( V \) is the potential of the battery (voltage). It is assumed that the battery has a constant open-circuit potential, and the potential of a charged battery varies linearly with the applied current. This model is actually oversimplified. It will accurately predict the potential of the battery, based on the open-circuit potential of the battery and the internal resistance. However, it cannot reflect many characteristics of a real battery, and it cannot be used for the design of batteries.

7.10.1.2 First-principle Models

First-principle modeling of batteries has become popular in recent years. It is an effective approach for battery design and optimization. Since detailed chemical and physical processes are considered, first-principle battery models are generally complicated (with a large system of differential/algebraic equations and tens or hundreds of parameters). As a result, these models usually require significant computational power and cannot be integrated easily with other simulation programs to investigate the behavior of whole power systems. In fact, most first-principle battery models are coded in FORTRAN for stand-alone simulations and are usable for only limited operating schemes.

First-principle modeling requires a detailed schematic diagram of the battery. The most common approach is to use a cell sandwich representation. An example of a cell sandwich diagram is given in Fig. 1.

7.10.2 Formulation of the Equations

Once the complexity of the model has been defined, and the appropriate schematic diagram has been drawn, a formulation of the equations is required. The discussion in this section will consider first-principle models only.

First-principle models require the formulation of the material and energy balances in the battery. The basic equations (needed to predict the electrochemical performance of the battery) are given in previous sections (see Sects 7.5 and 7.6). Equations for the energy balance are given elsewhere: Bernardi et al. [23] and Rao and Newman [24] present a description for the formulation of the energy balance in a battery. Botte et al. [25] extended Rao and Newman’s energy balance description to incorporate the effect of side reactions in the thermal behavior of a cell. They also presented the details for transforming the general energy equation (Eq. 3 of Ref. 25) to the applied form of the equation (Eq. 8 of Ref. 25).

Most of the batteries use porous electrodes. Hence, the material and energy balance should consider the use of porous electrode theory. Botte et al. [26] present a review of the different approaches that have been used for porous electrode theory.

Several authors have used first-principle models to predict the performance of batteries. It is impossible to summarize all the available models within such a short account. The interested reader is referred to Refs 27–63, for examples of models for primary batteries, and to Refs 25, 26, 40,
64–90, for examples of models for secondary batteries.

7.10.3 Solution of Model Equations

Once the governing equations have been defined for the dependent variables of interest, they should be simplified and finally solved. One should check carefully for all the assumptions made in the model. Sometimes, assumptions are made implicitly; and final results do not make physical sense [26].

The governing equations can be solved using analytical or numerical techniques. Analytical techniques are the best, if available, because they show explicitly how the parameters of the system are involved. In addition, analytical techniques give much insight into a system, which is one of the primary objectives of modeling [26]. However, the equations required for battery modeling are usually very complicated and most of the time they can be solved only with numerical techniques. Botte et al. [26] present a brief review of the analytical and numerical techniques that have been used in modeling of batteries. Some of the analytical techniques are series expansion, Laplace transform, separation of variables, and perturbation methods. Some of the numerical techniques are finite difference approximation, finite element technique, control volume formulation, and method of lines. They also discuss the use of available software that help in solving the equations, programming languages, and the different trends in the solution of the governing equation that simulate the performance of the cell. The trend is to use commercially available software or many freely available robust solvers (available from NETLIB [91]) of discretized algebraic equations (DAE) to solve for the governing equations.

Recently, Wu and White [92] developed a procedure for serial simulation of cycling processes that can be used for modeling the cycling processes of rechargeable (secondary) batteries.

7.10.4 Estimation of Properties and Parameters

The parameters and properties required by the model need to be estimated or measured. The model will be as good as the parameters used. Bad input data will generate wrong results.

The measurement of transport properties, kinetics parameters, and physical properties is not an easy job. Bard and Faulkner [14] give a description of the experimental techniques that can be used to estimate electrochemical properties.

Computational chemistry and molecular simulations can also be used for the prediction of some required properties. The trend is to combine experimental techniques with computational chemistry and molecular modeling to understand and predict the physical properties of batteries [26].

7.10.5 Validation of the Model

The last step is the validation of the model with experimental data. Depending on the model, different type of data can be used for its validation, such as galvanostatic charge/discharge curves, voltammetry data, and pulse charge/discharge data.

7.11 Summary and Battery Trends

An overview about batteries was given including an understanding of how they
work, their thermodynamics, electrode kinetics, transport processes, applications, market and trends, and characteristic variables. A summary of the most common available technologies in batteries, and a description of the steps for battery modeling were also discussed. Significant changes and developments have been accomplished in the field of batteries in the last 200 years. The battery market has seen a tremendous growth in the last 10 years. It is expected that in the coming years secondary batteries will replace some of the market for primary batteries, as the production costs of secondary batteries decrease. In secondary batteries, the trend is that the production of lithium-ion batteries will take the majority of this market in the next few years due to their high energy density.

The new environmental control regulations (specially the control of gas emissions from automobiles) and the search for new alternate sources of energy make batteries an excellent choice for transportation purposes. Adapting batteries for electric vehicle applications has been very challenging for battery researchers and developers because of the need to provide electric vehicles with the same performance as conventionally powered vehicles. Nickel–metal hydride batteries and lithium-ion batteries are the most promising technologies for electric vehicle applications, because they offer technical advantages over the lead-acid batteries used in conventional vehicles and electric vehicles already in the market. However, some challenges need to be undertaken to improve these two technologies for transportation purposes; lead-acid batteries have been under study for the last 12 years only. The challenges that need to be faced to use nickel–metal hydride batteries and lithium-ion batteries for vehicle applications include (1) cost reduction; the costs associated with the production of these batteries nowadays are very high to make them competitive with conventionally powered vehicles (part of the high production costs are due to the cost of the electrode materials, and the capital invested on research and development of these two battery technologies), (2) capacity increase, to allow the user to drive for a significant large number of miles before recharging the batteries, (3) cycling life improvement, to guarantee years of operation before replacing the batteries, and (4) improvement of high rate and thermal performance to guarantee the safety of the system, mostly in lithium-ion batteries. The key activities to accomplish these challenges are to (1) develop new electrode materials to increase the capacity of these batteries, improve their cycling rate, and reduce their production costs (both Ni/MH and Li-ion batteries), (2) to improve battery design and volume manufacturing of these batteries, so as to increase the capacity of the batteries and reduce the production costs, and (3) develop new electrolytes and additives to improve their thermal performance mostly for lithium-ion batteries. These challenges require a complete understanding of the electrode kinetics, side reactions and capacity fade mechanisms, and transport processes (including porous electrode) involved in these batteries.

Finally, the growth of battery applications in electronics, stationary sources, and transportation sources demands more research to be undertaken in the area of recycling and disposing of used batteries.
### List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>composite material</td>
</tr>
<tr>
<td>$C$</td>
<td>electrolyte concentration, moles per cubic meter</td>
</tr>
<tr>
<td>$C_e$</td>
<td>theoretical capacity of the electrode, amperes hour per gram</td>
</tr>
<tr>
<td>$C_0$</td>
<td>solvent concentration, moles per cubic meter</td>
</tr>
<tr>
<td>$C_i$</td>
<td>concentration of species $i$, moles per cubic meter</td>
</tr>
<tr>
<td>$C_T$</td>
<td>total capacity of the electrode, amperes hour</td>
</tr>
<tr>
<td>$D$</td>
<td>diffusion coefficient of the electrolyte, square meter per second</td>
</tr>
<tr>
<td>$D_i$</td>
<td>diffusion coefficient of species $i$, square meter per second</td>
</tr>
<tr>
<td>$F$</td>
<td>Faraday constant, $96487 \text{ C equiv}^{-1}$.</td>
</tr>
<tr>
<td>$i_o$</td>
<td>exchange current density, amperes per square meter</td>
</tr>
<tr>
<td>$I$</td>
<td>current density, amperes per square meter</td>
</tr>
<tr>
<td>$I_{app}$</td>
<td>total applied current, amperes</td>
</tr>
<tr>
<td>$M_e$</td>
<td>equivalent weight, grams per equivalent gram</td>
</tr>
<tr>
<td>$M_i$</td>
<td>compound formula or ion participating in electrode reaction</td>
</tr>
<tr>
<td>$m_i$</td>
<td>molality of species $i$, moles per kilogram</td>
</tr>
<tr>
<td>$N_i$</td>
<td>molar flux of species $i$, moles per square meter second</td>
</tr>
<tr>
<td>$n$</td>
<td>number of electrodes transferred during electrode reaction</td>
</tr>
<tr>
<td>$P_i$</td>
<td>partial pressure of species $i$, atmosphere</td>
</tr>
<tr>
<td>$R$</td>
<td>universal gas constant, $8.314 \text{ J mol}^{-1} \text{ K}^{-1}$</td>
</tr>
<tr>
<td>$s_i$</td>
<td>stoichiometric coefficient of species $i$ in the electrode reaction, dimensionless</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature, kelvin</td>
</tr>
<tr>
<td>$t$</td>
<td>time, seconds</td>
</tr>
<tr>
<td>$t_0^+$</td>
<td>transfer number of cations in the electrolyte relative to the solvent velocity, dimensionless</td>
</tr>
<tr>
<td>$U$</td>
<td>open-circuit potential of the cell, voltage</td>
</tr>
<tr>
<td>$U^0$</td>
<td>standard open-circuit potential of the cell, voltage</td>
</tr>
<tr>
<td>$u_i$</td>
<td>mobility of species $i$, square meter mole per joule second</td>
</tr>
<tr>
<td>$V$</td>
<td>potential of the battery, voltage</td>
</tr>
<tr>
<td>$v$</td>
<td>velocity of the bulk, meters per second</td>
</tr>
<tr>
<td>$v_+$</td>
<td>number of cations in which the species dissociates</td>
</tr>
<tr>
<td>$W_e$</td>
<td>weight of the active material in the electrode, grams</td>
</tr>
<tr>
<td>$w$</td>
<td>reversible work transferred in an electrochemical cell, joules per mole</td>
</tr>
<tr>
<td>$x$</td>
<td>lithium intercalation fraction, dimensionless</td>
</tr>
<tr>
<td>$z_i$</td>
<td>charge number of species $i$, dimensionless</td>
</tr>
</tbody>
</table>

### Greek Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Phi$</td>
<td>electric potential, voltage</td>
</tr>
<tr>
<td>$\alpha_a$</td>
<td>anodic transfer coefficients for Butler–Volmer equation, dimensionless</td>
</tr>
<tr>
<td>$\alpha_c$</td>
<td>cathodic transfer coefficients for Butler–Volmer equation, dimensionless</td>
</tr>
<tr>
<td>$\phi_i$</td>
<td>fugacity coefficient, dimensionless</td>
</tr>
<tr>
<td>$\gamma_i$</td>
<td>the molal activity coefficient of species $i$, dimensionless</td>
</tr>
<tr>
<td>$\eta_{s_i}$</td>
<td>surface overpotential, voltage</td>
</tr>
<tr>
<td>$\lambda_i^0$</td>
<td>proportionality constant expression at secondary reference state, kilograms per mol</td>
</tr>
</tbody>
</table>
List of Symbols
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8.1.1 Introduction

Energy conversion systems are the principal source of pollution on our planet. In the industrialized countries, the electric power plants which convert chemical energy into electrical energy are the main producers of CO₂ and SO₂ emissions; private cars, on the other hand, are the principal producers of CO and NOₓ emissions. An alternative energy conversion technology such as the fuel cell technology offers an attractive possibility for reducing air pollution. Fuel cells convert the chemical energy of a fuel such as methane directly into electrical energy with a better yield and much lower emission levels than any other energy conversion system [1–3]. Although the principal operation of a fuel cell has been known since the last century, the necessary technology for producing fuel cell systems of high efficiency, acceptable costs, and at an industrial level has only been developed in the last few decades.

8.1.2 Principles of Fuel Cells

8.1.2.1 Functions

The principle operation of a fuel cell is comparable to that of a battery. In contrast to batteries – where the chemical energy is stored in substances inside the battery – fuel cells are just converting systems; the reagents have to be supplied continuously to the fuel cell in order to obtain electricity. Thus, fuel cells are systems which convert chemical energy directly into electricity in an invariant electrochemical setup. Figure 1 schematically shows the principle of a fuel cell with a proton-conducting electrolyte, hydrogen as fuel and oxygen...
as oxidant. Hydrogen and oxygen are supplied to porous electrodes, the gases reach the electrode–electrolyte interface and react such that water and an electrical current are produced.

Because of the direct energy conversion, fuel cells work at a higher efficiency than energy conversion processes, which involve a conventional heating cycle. The latter are, therefore, limited by the Carnot's cycle. An obvious aspect is that fewer steps are involved in the fuel cell process than in the conventional process. In addition, the conventional process exhibits a lower conversion efficiency due to thermodynamic limitations. In a conventional process the chemical energy of fossil fuels is converted into electrical energy after several steps comprising a chemical reactor, mechanical engines, and electrical generators, with each step causing energy losses; a fuel cell can directly convert chemical energy into electrical energy, minimizing the losses.

This is illustrated in Fig. 2 which compares the theoretical efficiencies as a function of temperature of a fuel cell supplied with pure hydrogen and pure oxygen and a Carnot process as the most efficient heat cycle operating between a heat reservoir at $T$ and one at 300 K. Only at temperatures higher than 1000 °C is
the efficiency of a Carnot process higher than that of a fuel cell. However, practical efficiencies of fuel cells remain higher even if the thermal cycles operate at much higher temperatures.

The efficiencies of the different energy conversion systems are compared in Fig. 3 as a function of the size of power plants. Figure 3 shows that the efficiencies of two types of fuel cell systems (phosphoric acid fuel cell, PAFC, see Sect. 8.1.3.1.3 and solid oxide fuel cell, SOFC, see Sect. 8.1.3.2.2) are higher than those of engines and conventional power plants of comparable size.

8.1.2.2 Setup
The electrodes of a fuel cell exhibit a porous structure; through the pores, fuel and oxidant reach the so-called three-phase zones, where the reagents come in contact with both the catalyst deposited on the electrodes and the electrolyte. The reactions occur in these regions. Referring to Fig. 1, the fuel (H₂) is oxidized at the anode, to form protons which move through the gas-impermeable electrolyte. At the cathode, oxygen is reduced and water is produced, while electrons flow in an external circuit. Water is the only by-product of the energy conversion in a hydrogen–oxygen fuel cell. This water is produced at the cathode in a fuel cell with proton-conducting electrolytes such as a proton exchange membrane or phosphoric acid, and at the anode in fuel cells with an alkaline electrolyte or an oxygen-ion-conducting electrolyte such as yttrium stabilized zirconia (YSZ).

Figure 1 shows only the electrochemical core of a fuel cell. However, a single electrode–electrolyte assembly is not sufficient for electricity generation, since the typical voltage of a single cell is below 1 V. In order to obtain suitable voltages, a number of cells are serially connected. Thus, in addition to the electrochemical components, a fuel cell needs interconnector plates, which connect two electrically adjacent electrochemical units and usually also

Fig. 3  Efficiency of energy conversion as a function of the size of the power plant; conventional systems are compared with projected fuel cell systems such as PAFC and SOFC.
act as the reactant distributor. Several fuel cells connected by interconnectors form a stack.

The supply of pure hydrogen and pure oxygen is not easy to realize, since no distribution system exists for these pure substances. In usual applications, a fuel cell should work with air as oxidant and with hydrogen produced in or near the system by the reforming of other fuels. Typical reactions are reforming of hydrocarbons (e.g., methane) or alcohols (e.g., methanol) (see Sect. 8.1.3.1.2). Thus, a reformer is needed in the periphery of a fuel cell system. Operation with pure chemicals involves the advantages of working at low temperature and almost problem-free operation of the catalytic materials of the electrodes, whose performance depends strongly on the presence of impurities in the reagents. In recent years many efforts have been put into the improvement of the electrocatalysts and into the gas separation process after reforming in order to use cheaper and more common fuels and air in the fuel cell. A catalytic burner for the combustion of unreacted gases and a dc/ac convertor also belong to the periphery of a fuel cell system.

The materials used in a fuel cell must exhibit properties which can be generally summarized as:

- The **electrolyte** has to have a high conductivity at operating temperature, that is, it should cause a low ohmic drop ($<0.15\Omega/cm^2$). It should have negligible electronic conductivity, be gas impermeable, and chemically stable in an oxidative and reductive environment (1.2 and 0.0 V, respectively).

- The **electrodes** must have a high electrocatalytic activity for fuel oxidation or oxidant reduction, a high electrical conductivity (electronic or mixed ionic and electronic), and must be chemically stable to reduction or oxidation, and gas permeable.

- The **interconnector** must have a high electronic conductivity and must be stable in an oxidative environment on the cathode side and reductive environment on the anode side.

- The **electrochemical system** interconnector–anode–electrolyte–cathode must exhibit high thermal stability to sufficiently withstand frequent thermal cycles, have a long operation life (5000–150 000 hours, depending on application), be light, compact, not expensive, and easy to produce. An important factor for the design is the dimension of the three-phase zones, where the electrochemical reactions take place. The three-phase zone has a thickness of just a few micrometers, therefore...
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cell designs have to consider the design of the components (electrodes, electrolytes, and interconnectors) in such a way that the specific power density is increased by minimizing the volume of the stack for the same volume of the reaction zone.

The usual way to characterize a fuel cell is to record the current density–voltage curve of single cells and stacks under different conditions. From the current density–voltage curves the current density–power curve can be obtained, which usually serves to compare different systems.

Examples of current density–voltage curves for a SOFC are given in Fig. 4.

8.1.2.3 Efficiency

Another important parameter of a fuel cell is the efficiency of the conversion of the chemicals to electricity. This electrical efficiency is given by the product

\[ \eta_{el} = \eta_{id} \eta_U \eta_F \] (1)

where the ideal efficiency \( \eta_{id} = \Delta G / \Delta H \) is the thermodynamic efficiency and corresponds to the total conversion of the free energy change, \( \Delta G \), to electrical energy in reference to the heating value of the fuel, \( \Delta H \).

The voltage efficiency \( \eta_U = U_{cell} / U_{theoretic} \) reflects voltage losses due to polarization phenomena at the electrodes and ohmic potential drops at the interfaces in the electrolyte, and in the interconnectors (the theoretic cell voltage for water production is 1.23 V, voltages between 0.6 and 0.9 V are usually observed in real systems depending on current densities).

The faradaic efficiency \( \eta_F = I / I_m \) is defined as the ratio between the observed current and the theoretically expected current, calculated on the basis of complete reaction. The faradaic efficiency is lower than 1 if a parallel reaction or chemical short circuit occurs in the cell.

The electrical efficiency of the complete fuel cell system comprises also the efficiency of the periphery and is given by

\[ \eta_{el}^{system} = \eta_{el}^{stack} \eta_P \] (2)

8.1.3 Classification of Fuel Cell Systems

Fuel cell systems can be divided in two groups depending on the operation temperature. Low temperature fuel cells operate at a temperature lower than 250 °C, while high-temperature fuel cells operate at a temperature above 600 °C. The fuel cell systems are usually classified and named after the electrolyte present in the cell, with one exception: the direct methanol fuel cell (DMFC) which is identified by the fuel used. Except for some alkaline fuel cells (AFCs), a common characteristic of fuel cells is the use of an immobilized electrolyte, which means that the electrolyte is solid or consists of a liquid retained on a solid matrix. Immobilized electrolytes offer many practical advantages such as fewer corrosion problems, no leakage of the liquid, easier design, planning, and construction. An overview of the material used for the components of the different fuel cell system is given in Table 1.

The other parameters such as reagents, temperature, pressure, and application of the fuel cell system depend on the electrolyte in the cell. Table 2 lists these parameters for different types of fuel cells.

Several fuels can be used; depending on the type of systems they can be directly
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Tab. 1 Materials used for the components of different fuel cell systems

<table>
<thead>
<tr>
<th>Fuel cell</th>
<th>Electrolyte</th>
<th>Electrodes (anode/cathode)</th>
<th>Interconnector</th>
<th>Construction materials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alkaline fuel cell (AFC)</td>
<td>Concentrate KOH in porous matrix</td>
<td>Ni/Ag (Pt/Pt) on porous Ni</td>
<td>Nickel</td>
<td>Graphite, Inconel</td>
</tr>
<tr>
<td>Proton exchange membrane fuel cell (PEMFC)</td>
<td>Proton exchange membrane</td>
<td>Pt on graphite</td>
<td>Graphite sheet metal (stainless steel)</td>
<td>Steel</td>
</tr>
<tr>
<td>Phosphoric acid fuel cell (PAFC)</td>
<td>Concentrate phosphoric acid in porous matrix</td>
<td>Pt/Pt</td>
<td>Graphite</td>
<td>Inconel</td>
</tr>
<tr>
<td>Molten carbonate fuel cell (MCFC)</td>
<td>Molten Li and K carbonate in porous matrix</td>
<td>Ni/NiO</td>
<td>Inconel</td>
<td>Inconel, Ni, ceramic</td>
</tr>
<tr>
<td>Solid oxide fuel cell (SOFC)</td>
<td>Yttrium stabilized zirconia (ZrO2(Y2O3))</td>
<td>Ni cermet, SrLaMnO3, other perovskites</td>
<td>Chromium based alloys or chromium based ceramics</td>
<td>Ceramic, Ni and Fe alloys</td>
</tr>
</tbody>
</table>

supplied to the anode or first undergo a reforming reaction. The thermodynamic efficiency of the combustion of different fuels are given in Fig. 5.

The temperature dependence of the theoretical efficiencies \( \Delta G^\circ / \Delta H^\circ \) of various reactions are plotted on the right scale. The corresponding cell voltages calculated from the Nernst equation are shown as well (left scale).

8.1.3.1 Low Temperature Fuel Cells

8.1.3.1.1 Alkaline Fuel Cells (AFC) The first AFC was built by BACON in the mid-1950s; it was a 5 kW system with 30% aqueous KOH as electrolyte, operating at 200 °C and 5 MPa, and the reactants were pure gases. NASA used slightly modified Bacon cells for the Apollo program [4]. The technical features of the Apollo fuel cells were: 85% KOH as electrolyte, 230 °C operating temperature, 0.33 MPa pressure, pure gases as reagents, stack power 1.5 kW, and up to 11 000 hours operation at mission end. NASA improved the AFCs for the space shuttle program. The stack power was increased to 12 kW and the operating temperature lowered to 90 °C. They operated with pure gases and a specific power of 275 W kg\(^{-1}\). Nickel plates were used as interconnectors; Pt–Pd mixtures were employed as anodic, and Au–Pt mixtures as cathodic catalysts. Lifetimes up to 15 000 hours were observed. The newest ACFs use immobilized electrolytes consisting of a porous matrix impregnated with 7 mol L\(^{-1}\) KOH; they work at temperatures <150 °C [5].

The operating principles of an AFC comprise the following reactions:

\[ \text{H}_2 + 2\text{OH}^- \rightarrow 2\text{H}_2\text{O} + 2\text{e}^- \] (oxidation of the fuel at the anode) (3)
Tab. 2  Operating parameters of different types of fuel cells

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>AFC</th>
<th>PEMFC</th>
<th>PAFC</th>
<th>MCFC</th>
<th>SOFC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>60–90 °C</td>
<td>50–90 °C</td>
<td>160–220 °C</td>
<td>620–660 °C</td>
<td>800–1000 °C</td>
</tr>
<tr>
<td>Fuel</td>
<td>Pure hydrogen</td>
<td>Pure hydrogen, reformate(^a)</td>
<td>Pure hydrogen, reformate</td>
<td>Natural gas, reformed or directly fed, biogas, coal gas</td>
<td>Natural gas, reformed or directly fed, biogas, coal gas</td>
</tr>
<tr>
<td>Oxidant</td>
<td>Pure oxygen</td>
<td>Pure oxygen or air</td>
<td>Air</td>
<td>Air</td>
<td>Air</td>
</tr>
<tr>
<td>Application</td>
<td>Space and military</td>
<td>Space, military, automotive, and stationary</td>
<td>Cogeneration power plant</td>
<td>Cogeneration or combined depending on size</td>
<td>Cycle power plants</td>
</tr>
<tr>
<td>System power at present</td>
<td>50–250 kW</td>
<td>11 MW</td>
<td>2 MW demonstration plant</td>
<td>100 kW demonstration plant</td>
<td></td>
</tr>
<tr>
<td>Electrical efficiency</td>
<td>Stack (%) 69–70</td>
<td>50–68</td>
<td>55</td>
<td>65</td>
<td>60–65</td>
</tr>
<tr>
<td></td>
<td>System (%) 62</td>
<td>43–58</td>
<td>40</td>
<td>54 (cogeneration)</td>
<td>65–70 (combined cycle)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Produced by reforming of hydrocarbons or methanol.

\[
\frac{1}{2}O_2 + 2e^- + H_2O \rightarrow 2OH^- \\
\text{(reduction of the oxidant at the cathode)}
\]

The mobile ions are the OH\(^-\) ions of the alkaline solution, which move from the cathode to the anode. The water is produced at the anode; it can be removed together with unreacted hydrogen or with the circulating electrolyte, depending on stack design.

**Reagents:** The AFCs work only with pure reagents. The presence of impurities and nitrogen reduces the electrochemical efficiency of the cell. The presence of CO\(_2\), which reacts easily with the alkaline electrolyte to form carbonates, may be detrimental for the cell, resulting in occlusion of the pores of the gas diffusion electrodes.

**Electrodes:** The AFCs use porous carbon electrodes. Platinum is a typical catalyst for both the anodic and cathodic reaction, but Ni and Ag are also used for the anodic and the cathodic reactions, respectively \([6]\). The kinetics of both reactions, but especially of oxygen reduction, is favorable in the basic environment. The charge-transfer overpotentials for the pure gases are less than 0.1 V for both electrode reactions.

Nickel is used as the material for the interconnectors.

The operation temperature of an AFC depends on the electrolyte concentration but it is usually below 100 °C. The possibility of working at low temperatures and the use of pure gases allows the use
of cheaper materials for electrodes and periphery. The pure gases allow for a dead-end configuration, where no gas outlets at the electrodes are necessary.

Although AFCs exhibit the highest electrical efficiency (60%) of all fuel cell systems, their applications are limited to space and military programs, where high costs are permissible and pure hydrogen and pure oxygen can be supplied. The small regular amounts of CO₂ contained in air are sufficient to cause problems in the operation of an AFC, thus, air must be avoided. In spite of several attempts, operation with air was not successful, since even traces of CO₂ cause carbonate formation in the pores.

8.1.3.1.2 Proton Exchange Membrane Fuel Cells (PEMFCs) The proton exchange membrane fuel cells (PEMFCs) are also known as polymer electrolyte fuel cells (PEFCs), ion exchange membrane fuel cells (IEMFCs), and solid polymer electrolyte fuel cells (SPEFCs). The first prototype of PEMFC was produced by General Electric (GE) in 1963 [7]. A 1 kW system was realized for the Gemini mission of NASA with a sulfonated polystyrene membrane as electrolyte, and the cell was operated with pure gases. In 1969, Nafion (Du Pont) was used as electrolyte in a GE fuel cell for the first time.

The operating principles of a PEMFC comprise the following reactions:

\[ \text{H}_2 \rightarrow 2\text{H}^+ + 2e^- \text{ (oxidation of the fuel at the anode)} \quad (5) \]

\[ \frac{1}{2}\text{O}_2 + 2e^- + 2\text{H}^+ \rightarrow \text{H}_2\text{O} \quad \text{(reduction of the oxidant at the cathode)} \quad (6) \]
The mobile ions are the $\text{H}^+$ which move from the anode to the cathode; the water is produced at the cathode. Water is removed together with nitrogen and unreacted oxygen, if air is used as oxidant (see Fig. 6). The PEM single cell is often called membrane–electrode assembly (MEA).

Reagents: Air is generally used as oxidant; pure oxygen can also be used, with the possibility of having a dead-end configuration.

Electrodes: The porous electrodes consist of carbon cloths loaded with a mixture of platinum and Nafion. In order to achieve a good contact between the electrode, the catalyst, and the electrolyte, the electrodes are pressed on the electrolyte membrane, which acts as the supporting component. Other catalysts such as binary Pt–Ru mixtures and ternary systems such as Pt–Ru–Sn have been studied for better CO tolerance [8]. The current density voltage curves of Fig. 7 show the effect of CO on the performance of a cell with platinum as catalyst. Fig. 8 shows the higher catalytic activity of Pt–Ru mixtures in the presence of CO as compared with pure Pt. The positive effect of Ru is due to its ability to provide surface oxygen at low potentials.

Graphite and stainless steel are used as materials for the interconnectors.

PEMFCs are characterized by the use of proton exchange membranes as electrolytes, which are good electronic insulators and very good proton conductors in the presence of water.

Nafion (DuPont) has a fluorocarbon polymer backbone with fixed sulfonic groups. Nafion membranes are produced as films with thicknesses between 0.05 and 0.18 mm and different degrees of sulfonation. They can be used as support for the porous electrodes, which can be applied by hot isostatic pressing onto the membrane [9]. A disadvantage of Nafion membranes is that their conductivity depends strongly on the water content of the membrane, which is given by the ratio of number of water molecules per available number of sulfonic acid groups (see Fig. 9) [10].
Fig. 7  Current density–voltage curves of a PEMFC with Pt as electrocatalyst as a function of CO content of the fuel; the poisoning of the electrocatalyst is evident in the reduction of the voltage of the cell at constant current density. Anode: 1 mg cm$^{-2}$ Pt; cathode: 1 mg cm$^{-2}$ Pt; electrolyte: Nafion 117; $p$(H$_2$): 2.2 bar (abs.); $p$(O$_2$): 2.4 bar (abs.).

Fig. 8  Performance plots of PEM single cells with Pt, Pt$_{0.7}$Ru$_{0.3}$, and Pt$_{0.5}$Ru$_{0.5}$ anodes. The performance of different electrocatalysts in presence of CO in the fuel are shown as current density–power curves. Anode: 1 mg cm$^{-2}$ Pt or PtRu; Cathode: 1 mg cm$^{-2}$ Pt; Electrolyte: Nafion 117; Fuel gas: H$_2$ + 100 ppmv CO; Temperature: 80°C; ($p$(H$_2$)): 2.2 bar (abs.); ($p$(O$_2$)): 2.4 bar (abs.).

Fig. 9  Conductivity of Nafion 117 as a function of the water content of the membrane given as number of water molecules per sulfonic group. The conductivity of Nafion increases linearly with the water content.

water content of proton exchange membranes depends on the temperature, the concentration of fixed charges, and the electroosmotic drag, which causes the transport of water molecules with the proton migrating from the anode to the cathode during the operation of the fuel cell. Thus, the membrane can dry out on the anode side, causing an increase in the resistance of the electrical contact electrode–electrolyte. Waterflooding of the pores can occur at the cathode. Both processes have to be avoided by proper water management in the fuel cell, which comprises the use of humidified fuel gas.

Current densities of more than 1 A cm$^{-2}$ at 0.5 V have been observed at PEMFC with hydrogen as fuel and air as oxidant. Even
higher current densities can be obtained with pure oxygen as oxidant (Fig.10) [11].

The PEMFCs can also be used for direct methanol conversion (DMFC). In this case, the following main reactions occur in the fuel cell:

Anode reaction
\[
\text{CH}_3\text{OH} + \text{H}_2\text{O} \rightarrow \text{CO}_2 + 6\text{H}^+ + 6e^- \quad (7)
\]

Cathode reaction
\[
\frac{3}{2}\text{O}_2 + 6\text{H}^+ + 6e^- \rightarrow 3\text{H}_2\text{O} \quad (8)
\]

The oxidation occurs in several steps, with the formation of an adsorbed intermediate, such as $-\text{CHO}$ or $-\text{CO}$ on the catalyst. These adsorbates cause a deactivation of the catalyst with a consequent loss of cell efficiency. Depending on the electrolyte, a DMFC can work with a liquid methanol–water mixture at ca 80 °C or with a gaseous mixture at higher temperatures.

At the beginning of the 1980s, the interest in DMFC arose and methanol was used as fuel for high-temperature fuel cells [12]. Nowadays, PEM fuel cells with Nafion as electrolyte appear to be well suited for the direct oxidation of methanol. There are, however, some major problems in adapting a PEMFC to operate with methanol. The catalytic material of the anode has to be improved in order to avoid the loss of activity because of the formation of by-products. As in the case of a PEMFC using hydrogen from a reformer as fuel, a method to improve the anodic material is the use of Pt–Ru or Pt–Ru–Sn mixtures [8].

A particular problem of the DMFC is cross-diffusion of methanol through the electrolyte.

A possibility of avoiding the poisoning of the catalysts is to operate at a higher temperature as long as the electrolyte is stable and the cross over of methanol is tolerable. The interaction between Nafion and methanol is complex; methanol causes an increase of the ohmic drop of the
membrane and a simultaneous modification of the pore structure of Nafion. Although the PEMFC is not yet optimized for direct methanol oxidation and the high efficiency obtained in a PEM with pure hydrogen as fuel is not yet reached (see Fig. 11), current densities of 400 mA cm\(^{-2}\) at 0.5 V have been observed in a PEMFC at 130 °C for direct methanol oxidation [13].

8.1.3.1.3 Phosphoric Acid Fuel Cells (PAFC)

In contrast to alkaline electrolytes, acid electrolytes tolerate CO\(_2\); therefore, in the 1950s, fuel cells containing acid electrolytes were proposed for the oxidation of hydrocarbons.

The operating principles of a PAFC comprise the following reactions:

\[ \text{H}_2 \rightarrow 2\text{H}^+ + 2e^- \]

(oxidation of the fuel at the anode) \((9)\)

\[ \frac{1}{2}\text{O}_2 + 2e^- + 2\text{H}^+ \rightarrow \text{H}_2\text{O} \]

(reduction of the oxidant at the cathode, air is the most common oxidant) \((10)\)

The mobile ions are the H\(^+\) which move from the anode to the cathode through 100% phosphoric acid immobilized in a SiC–poly(tetrafluoroethylene) (PTFE) matrix. The water is produced at the cathode and is removed with nitrogen and unreacted oxygen.

**Reagents:** Air is used as oxidant and hydrogen, obtained by reforming of hydrocarbons such as natural gas, as fuel.

**Electrodes:** Graphite paper is used for the porous carbon electrodes and the catalyst is a mixture of platinum and PTFE based resin, for the use of CO + H\(_2\) mixtures (reformate) Pt–Ru is used as catalyst for the anodic reaction.

Graphite is the material of the interconnectors.

The PAFC works at a temperature between 160 and 220 °C; the CO contamination of the catalysts is rather low at these temperatures; up to 1% CO is tolerated in the feed gas. The conversion efficiency of a complete PAFC system is ca 40%.

8.1.3.2 High-temperature Fuel Cells

8.1.3.2.1 Molten Carbonate Fuel Cells (MCFCs)

The development of molten carbonate fuel cells (MCFCs) started in 1951, when Boers and Ketelaar built a fuel cell with a mixture of sodium carbonate and tungsten oxide as electrolyte; later they changed it to a mixture of lithium,
sodium, and potassium carbonate in a sintered MgO matrix. Such mixtures exhibit high ionic conductivities at about 700 °C.

The operating principles of an MCFC comprise the following reactions:

\[ \text{H}_2 + \text{CO}_3^{2-} \rightarrow \text{H}_2\text{O} + \text{CO}_2 + 2e^- \]  
(oxidation of the fuel at the anode)  
(11)

\[ \frac{1}{2} \text{O}_2 + \text{CO}_2 + 2e^- \rightarrow \text{CO}_3^{2-} \]  
(reduction of the oxidant at the cathode; air is the most common oxidant)  
(12)

The mobile ions are \( \text{CO}_3^{2-} \) ions which move from the cathode to the anode through the molten Li, K, and Na carbonates immobilized in a MgO matrix; the water is produced at the anode. Water is removed together with \( \text{CO}_2 \); possible traces of \( \text{CO} \) react at the anode with \( \text{H}_2\text{O} \), forming \( \text{CO}_2 \) and \( \text{H}_2 \). Therefore, it is very convenient to use MCFC with fuels such as natural gas or other hydrocarbons.

**Reagents:** Hydrogen, reformed alcohols, or hydrocarbons are used as fuel and oxygen or air as oxidant.

**Electrodes:** The electrocatalytic material of an MCFC is nickel. The cathode becomes oxidized and lithiated during the first hours of the operation. Nickel oxide is soluble in molten carbonates; thus in the course of the operation two undesirable effects may occur: (1) metallic nickel particles are formed in the electrolyte which can lead to an electronic short circuit of the electrodes, (2) the size of the cathode diminishes. Two approaches have been proposed for solving these problems: the use of less corrosive molten carbonate mixtures and more stable cathodes containing iron and cobalt. The nickel anodes usually contain chromium, which promotes the sintering process.

Inconel is used for the **interconnectors**. The MCFCs work at ca 650 °C.

MCFCs do not need external reforming of methane, as reforming takes place at the anode of the fuel cell. The reactions occurring at the anode are as follows (see Fig. 12):

![Methane reforming reaction at the anode of a molten carbonate fuel cell. The reaction between fuel and water takes place in the outer part of the anode, the produced hydrogen reacts at the interface anode–electrolyte.](image)
The internal reforming takes place at temperatures of about 650 °C, which is lower than the usual temperature of a reformer (about 800 °C). Advantages and problems of internal reforming of higher temperature fuel cells in general are summarized below:

**Advantages:** The efficiency of the power plant increases with the increasing degree of internal methane reforming from 2 at 50% internal reforming to 8 at 99% internal reforming.

**Disadvantages:** The H2 producing endothermic reforming reaction is much faster than the H2 consuming electrochemical oxidation; temperature gradients cause material problems; a sharp cooling effect occurs at the cell inlet.

8.1.3.2.2 Solid Oxide Fuel Cells (SOFC)

The most common solid oxide, which is used as electrolyte in SOFC, is a mixture of zirconia and yttria. YSZ contains between 8 and 10 mol% yttrium. It is an oxide ion conductor with a sufficiently high conductivity at temperatures around 1000 °C. This is an advantage for the direct oxidation of fuels in the fuel cell, but is a very challenging temperature for any material. Thermodynamics predict an efficiency of 80%. A further advantage of the high operation temperature is the possibility to efficiently use the waste heat in a combined cycle power plant.

The operating principles of an SOFC comprise the following reactions:

\[
\text{H}_2 + \text{O}^{2-} \rightarrow \text{H}_2\text{O} + 2\text{e}^- \\
\text{(oxidation of the fuel at the anode)}
\]

\[
\frac{1}{2}\text{O}_2 + 2\text{e}^- \rightarrow \text{O}^{2-} \\
\text{(reduction of the oxidant at the cathode)}
\]

The mobile O^{2-} ions in YSZ move from the cathode to the anode, the water is produced at the anode, and it can be removed together with unreacted hydrogen and CO2 (in the case of hydrocarbon combustion). For internal reforming the anode reaction also provides the necessary water for steam reforming. The operation principles of a SOFC with YSZ as electrolyte is shown in Fig. 13.

**Reagents:** Any kind of fuels and oxidants are suitable, no reformer is needed for methane, the reagents can be directly supplied to the cell.

**Electrodes:** The anodes of SOFC consist of Ni cermet, a composite of metallic Ni and YSZ, Ni provides the high electrical conductivity and catalytic activity, zirconia provides the mechanical, thermal, and chemical stability. In addition, it confers to the anode the same expansion coefficient of the electrolyte and renders compatible anode and electrolyte. The electrical conductivity of such anodes is predominantly electronic. Figure 14 shows the three-phase boundary at the interface porous anode YSZ and the reactions which take place. The cathode of the SOFC consists of mixed conductive oxides with perovskite crystalline structure. Sr doped lanthanum manganite is mostly used, it is a good p-type conductor and can contain noble metals.

**Interconnectors:** A ceramic consisting of lanthanum chromite or a chromium based
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**Fig. 13** Structure of the three-phase zones at anode and cathode of a solid oxide fuel cell.

**Fig. 14** Anodic reactions at the three-phase boundary of a SOFC $V_0^{\text{o}} =$ oxygen vacancy in solid conducting oxide.

alloy are normally used; austenitic steel is also suitable at $T < 850^\circ$C.

Only a few materials can sustain the working conditions of SOFC without significant changes after long term operation. Most of the materials used in SOFC are relatively expensive. The expected high efficiency of a SOFC is quite attractive and many cell designs have been proposed. Many attempts have also been made to lower the operating temperature in order to reduce the demands on the materials.

Three designs for SOFC stacks are described below:

$$H_2 + O_0^{x} \rightarrow H_2O + V_0^{o} + 2e^-$$

**Tubular Design of Westinghouse.** Figure 15 shows the principles of the tubular design developed by Westinghouse. A single cell has the form of a long tube. The tube consists of a porous ceramic substrate, usually on zirconia basis. The components of the electrochemical cell are deposited on the tubular support, starting with the cathode. The electrolyte is deposited on the cathode, but the cathode is not completely covered by the electrolyte material, a strip of cathodic material is covered by the interconnector material for
the electrical connection of the cathode. The anode is deposited on the electrolyte.

Several tubes are arranged in a case separated by nickel felts, air is supplied inside the tubes, the fuel is supplied outside the tubes.

The main advantage of the tubular design is the absence of sealing in the stack. Westinghouse built a 25 kW stack and tested single cells up to 40,000 hours.

**Planar Designs**

**Siemens Concept** (Fig. 16). The planar concept of SOFC developed by Siemens is similar to the sandwich structure of the PEM single cell (see Fig. 6). A foil of YSZ with a thickness of 150–200 µm acts as the supporting component on which the electrode materials are deposited; the single cells are then stacked with interconnectors with the gas channels and sealing elements in between. The gases can be supplied in co-, cross-, or counterflow and can be let to and out of the stack in internal or external manifolding. The differences in the gas management cause different temperature patterns in the single cells and in the stack. The thickness of the electrolyte, which is defined by the necessary mechanical stability, causes ohmic losses and renders it difficult to reduce the operating temperature considerably below 900°C. Another disadvantage of this type of planar cell is the relative small size of the single cell (commonly 5 × 5 cm², 10 × 10 cm² possible), which is mainly due to the difficulty to cast large uniform ceramic foils and the necessity to increase the thickness of the electrolyte in the case of larger cells, which results in higher ohmic losses.

**IEV Concept** (Fig. 16). In the planar SOFC developed by IEV-Forschungszentrum Jülich the anode is chosen as the supporting element [14]. In this cell, the anode has a thickness of approximately 1 mm, and the electrolyte and cathode are deposited in 2–10 µm and 40–50 µm thick layers, respectively,
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![Diagram of fuel cell concepts]

Fig. 16 Conventional flat-plate (Siemens, left) and planar (Research Center Jülich, Germany, right) SOFC stack concepts.

![Diagram of multizones of a substrate anode]

Fig. 17 Model of the multizones of a substrate anode.

on the anode. The anode exhibits a varying composition. Typical characteristics of the anode are (Fig. 17): the reforming reactions occur in the outer layer of the anode, the central part of the anode has a high electronic conductivity and high porosity, and the electrochemical reactions take place as usual at the interface with the electrolyte. This planar concept overcomes the disadvantages of the first planar concept (Siemens); it is, in fact, possible to work at lower temperature (<700 °C) and to produce large single cells (25 × 25 cm²). In addition, the reaction zones for reforming methane and electrochemically oxidizing the resulting hydrogen are spatially separated and can be optimized separately.
References

8.2 Physical Modeling of Fuel Cells and their Components

Michael Eikerling
Simon Fraser University, Burnaby, BC, V5A 1S6, Canada and Institute for Fuel Cell Innovation, National Research Council Canada, Vancouver, BC, V6T 1W5, Canada

Alexei A. Kornyshev
Imperial College London, London SW7 2AZ, United Kingdom

Andrei A. Kulikovsky
Institute for Materials and Processes in Energy Systems III, Research Center Jülich, D-52425 Jülich, Germany

8.2.1 Introduction

Polymer-electrolyte fuel cells (PEFC and DMFC) possess a exceptionally diverse range of applications, since they exhibit high thermodynamic efficiency, low emission levels, relative ease of implementation into existing infrastructures and variability in system size and layout. Their key components are a proton-conducting polymer-electrolyte membrane (PEM) and two composite electrodes backed up by electronically conducting porous transport layers and flow fields, as shown schematically in Fig. 1(a).

The state-of-the-art proton-conducting polymer membranes use water networks to conduct protons. Thus, they require sufficient membrane hydration for functioning, which limits operation of the present-day cells to temperatures lower than 100 °C. A number of key points where improvement is vitally important are related to this constraint. These are: maintaining the fuel cell water balance (avoiding local dehydration of membrane or anode as well as flooding on the cathode side), improving electrode kinetics, providing large effective catalyst areas, maximizing catalyst utilization, avoiding anode catalyst poisoning due to carbon monoxide in the fuel stream and minimizing mass transport limitations in membranes, electrodes, and supporting structures.

The outstanding perspectives of fuel cells have spurred the huge economic interest in this upcoming technology, generating a highly competitive environment for industrial and academic activities. This background creates a rapidly evolving, multifaceted setting for research, dealing broadly with the engineering aspects of system optimization and materials research. The former category involves fabrication and assembly processes, operation conditions, and system or power plant layout. The latter pursues the development of new materials for charge transport, reactant and product transport, and reactivity, with structure and composition optimized to provide the best technical and economical characteristics of the cells.

Altogether, the road toward commercially available fuel cells is a subject of complex energy process engineering and material science. Smart engineering needs modeling, which parameterizes competing processes in cells and stacks in its wealth. In general, the modeling is aimed to bridge the gap between generic understanding of underlying physical and chemical processes in fuel cells, on the one hand, and performance evaluation under varying operating conditions, on the other. Modeling receives parameters of processes
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involved in fuel cell operation from proper fundamental studies of these processes, performed ex situ or for idealized model systems. Lessons from the modeling can be passed on, thereafter, for purposes of diagnostics, materials research, and cell and stack design or they can serve as modules for larger scale system simulations.

Evidently, modeling of fuel cells is a delicate task, which comprises a multitude of functions, ranging from posing problems for research programs in fundamental science to laying out routes toward optimization of fuel cell performance. Relevant areas of fundamental research are routed in surface science, heterogeneous catalysis, electrocatalysis, nanoparticle science, charge transfer in condensed media, flow and transport in porous media, and percolation theory. This chapter is not a review of these areas, so that the reader will be simply referred to the corresponding monographs and reviews at appropriate places in the text.

The key objective of modeling is however straightforward. It should establish the relationship between local distributions of material properties (structure, composition, morphology) and local operational characteristics (reactant concentrations,
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pressures, electrostatic potential, reaction rates) with simultaneous evaluation of the global performance of the cell (impedance response, water management, gas and liquid flows, current–voltage relations, stability issues). Experiment can probe these issues separately. Theory can establish links between different disciplines in fuel cell research and integrate information from distinct experimental sources, cf. Fig. 1 (b). A recent feature article in *The Fuel Cell Review* highlights the versatile role of theory in the optimization of fuel cells [1].

There are basically two approaches to fuel cell modeling. One may be conventionally called the engineering approach, in which the model includes all imaginable processes which occur in the cell, described by a system of equations, as many as necessary, and with up to a hundred parameters involved. If the majority of these parameters are independently measured, the approach certainly has its own value. However, as explorers first cut narrow pathways in a rain forest, and only then the motorways are built by construction companies, the “engineering” approach may not be the most efficient at the first stage of understanding how the cell operates. An alternative approach using detailed physical and chemical theory has some 20 years’ history, [2–10] with some 50 years’ pre-history of the theory of gas diffusion electrodes (GDE) [11–15]. However, microscopic understanding of the processes in the cell components is still incomplete, the functional maps of cells and stacks are just appearing, the current–voltage relationships at an elementary fragment of the two- or three-phase boundary in the porous composite catalyst layer remain controversial, and so on. Therefore, a simplified, “physical” approach to the problem is still valuable and not only for tutorial purposes.

This approach deliberately treats only the most important processes in the cell. It does it in such a way that further fine effects (or at least those that look secondary now, but may appear to bring new features to performance at further analysis) can be later put on top of the “initial construction”. The approach is thus reduced to a minimum number of equations and parameters. With no intention of giving at this point a complete list of references, we refer to several articles that have introduced this approach to PEFC/DMFC [2–10, 16–19].

This chapter reviews the modern status of physical models and their possible applications. Needless to say, the predictions and suggestions based on simplified models must be verified experimentally and the key parameters used in the model should be, if possible, independently measured. This is not always available yet. One of the goals of this chapter is, therefore, to draw attention of experimentalists and engineers to the results of physical models.

Illustrations, for example functional maps in the cell or current–voltage performance plots, shown in this chapter, rest on certain characteristic values of parameters and operation conditions. It is explained how these plots were obtained with reference to original publications, and thus the same maps and graphs may be plotted for another set of input parameters and conditions, which might seem more realistic or more interesting to the reader. Whether the physical models do pave the right way to more complete engineering models can be proved only by a variety of systematic experiments. Thus, the aim of this chapter is to trigger synergetic activities in this direction.

We start with a physical theory of proton transport in PEMs as a function of
water content. This part comprises microscopic aspects of understanding single proton transfer events in aqueous environments, as well as aspects related to the properties of one single pore and the statistical geometry of the pore network in the sample. Based on these fundamental aspects, alternative models of electroosmotic effect and water management in PEMs under operation conditions will be discussed and compared. The models differ in the description of water transport inside the membrane. Diffusion-type models perceive the membrane as a solution of water in a polymer host with the local membrane state being determined by the water activity. On the contrary, hydraulic permeation type models focus on the porous structure aspects, where the major modes of proton and water transport take place in a bulk-water-like fashion inside the pore network.

In the second part, theories of catalyst layers are presented. They account for the transport of feed gas, protons and electrons and rationalize the distribution of the rate of electrochemical reaction. A theoretically derived “phase diagram” suggests an optimum thickness of the layer, subject to the basic parameters and the target current regime.

Under certain approximations, using the concepts of percolation theory, the basic parameters can be related to the volume portions of the components of the layer. This offers a relationship between the structure of the porous composite catalyst layer and its performance. An optimum composition (in terms of volume fractions of electrolyte material, carbon and carbon-supported catalyst, and pore space) is a “Holy Grail” here. Albeit this goal can still be far away in view of the simplified character of the models used, these models give at least some rational scheme for the understanding of the composition dependence.

Constructed on the same principles, a theory of the complex impedance reveals the interplay between the structure of the layer and its performance. The results demonstrate how the impedance spectra could help to determine the catalyst layer parameters.

In the third part we describe a quasi-three-dimensional (Q3D) physical model of the fuel cell. The model results in the distributions of concentration of gases, currents and reaction rates in each cell cross section, perpendicular to a long meander-like channel, that is, it provides a functional map of the cell.

The fuel cell is basically a two-scale system. The small and large scales are determined, respectively, by membrane-electrode assembly (MEA) thickness and by the length of the feed channel. The Q3D model is designed to investigate the interplay of small- and large-scale processes in PEFC/DMFC, so that the fully 3D model of the cell is split into a model of a cell cross section (internal model) and a model of the flow in the channel (channel model). The two models are coupled via the local current density along the channel and the overall Q3D solution is obtained by iterations.

We discuss the basic equations of the Q3D model and show the results of simulations for the gas-feed DMFC and hydrogen–oxygen PEFC. Then, we present a simplified theory of “along-the-channel” feed gas consumption, verified by the simulations and first experiments.

The chapter is concluded with a brief discussion of the guidelines for an optimal PEFC/DMFC design, based on the functional map of the cell and the established laws of feed consumption.
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8.2.2 The Membrane

8.2.2.1 Structure and Function of the Membrane

Currently, the best proton-conducting materials contain water as the vital component, utilizing the advantages of the anomalous proton mobility in hydrogen-bonded water networks [20–22]. PEMs are such materials, used as the key components in PEFC and DMFC [23, 24]. Their function is to provide a stable separation of gaseous reactants on the anode and cathode sides and good proton conductivity. State-of-the-art PEMs fulfill these demands due to a bifunctional composition: a solid matrix of polymer backbones is responsible for stability; a network of water-containing pores, emerging in this matrix, provides pathways for protons. There are practically no, or very few, ultrasmall pores available to gas permeation, since pores open up mainly upon the membrane water uptake and swelling that are driven by hydration of hydrophilic residues. The aqueous pathways for protons lead to the unfavorable side effect of molecular diffusion of water or any other small molecules dissolvable in water, such as, for example, methanol.

The effect of polymer morphology on membrane structure and conductance has been shown recently. In Ref. 25 hydrogen-based graft-copolymer membranes were compared in terms of morphology and performance to random copolymer membranes with the same ion content. For the hydrated grafted membranes TEM micrographs revealed a picture of a continuous phase-separated network of water-filled channels with diameters of \(~5\) nm. In contrast to that, the random copolymer membranes exhibit a reduced tendency toward microphase separation; water is dispersed more randomly within the polymer domains. The water uptake in the grafted membranes is limited to smaller values, since the hydrophobic nature of channel walls impedes the penetration of water into the polymer domains. Nevertheless, their ionic conductivity is of an order of magnitude larger than that of the random copolymer membranes.

An adequate structure of polymer molecules promotes the advantageous phase separation into hydrophobic and hydrophilic domains upon water uptake. The most notable class of membranes based on this principle are the perfluorosulfonic acid ionomers (PFSI), Nafion® [26] and similar membranes [27]. In these membranes, perfluorosulfonate side chains, terminated with hydrophilic \(-\text{SO}_3\text{H}\) groups, are attached to a hydrophobic fluorocarbon backbone. The tendency of ionic groups to aggregate into ion clusters due to the amphiphilic nature of the ionomer leads to the formation of basic aqueous units. At sufficient humidity these units first get connected by narrow channels and then may even fuse to provide continuous aqueous pathways [28].

Exposed to water, the strong polymeric acids dissociate into anionic groups fixed at the side chains and free mobile protons in the aqueous solution. Thereby, the degree of hydration determines the availability and mobility of protons in the water-containing domains.

Figure 2 sketches different length scales on which water of hydration affects membrane structure and transport properties. The bottom picture represents the smallest unit of a membrane that still contains the essential ingredients of the membrane interior: clusters of acidic functional groups and water molecules. The electronic structure of acidic groups and polymer side chains determines the kinetics
and energetics of acid dissociation and the structure of water of hydration in the immediate vicinity of the acid groups [29, 30]. These aspects are crucial for membrane operation at low water contents [31, 32]. Electronic structure calculations, for example, density functional theory (DFT) and ab initio molecular dynamics (AIMD), are thus viable tools to validate whether an acidic group would represent an appropriate functional unit in fuel cell polymers. For a recent review see Ref. 33.

Due to computational requirements high-level quantum mechanical calculations are, however, limited to small systems (∼10–100 atoms), simple periodic structures and short timescales (∼10–100 ps). Larger systems can be studied by empirical molecular dynamics (MD) simulations. Such simulations based on Walbran–Kornyshev model [34] of proton transport in water allowed to study the proton mobility in pores, modelling the interior of well-humidified Nafion, see also Refs. 35–38.

The picture in the central part of Figure 2 demonstrates the significance of collective effects due to the array of anionic groups at the interface between hydrophobic polymer aggregates and water-filled domains. Moreover, it suggests the distinction between different water environments within water-filled pores. In the central region of a pore, proton mobility is anticipated to be similar to the mobility in bulklike water [33, 39–42]. Near the pore surface a strong influence on water structure and proton mobility due to the density and arrangement of anionic groups is expected [34, 35, 37, 38, 43, 44]. For instance, it was found that the more flexible are the side chains, that is, the more mobile are the ions of side chains although anchored to the corresponding points of the backbones, the faster is the proton transport.
There exists a trade-off between the expense at which protons are available and the ease with which they move in different pore regions. Proton concentration decreases from the surface to the center, but their mobility is highest in the pore center and low in the proximity of anionic groups. The distributions of proton density and mobility within the pore determine the dependence of proton conductivity on pore radius. This dependence was studied in detail in Refs. 40, 43. Increase of the pore radius shifts the balance from surface-type to bulk-type conductivity.

On the largest length scale, top picture of Fig. 2, the distribution of water in the membrane is depicted as a porous network. The latter is characterized by a pore size distribution (psd) and a tortuosity factor $\xi$, which accounts for multiple interconnectivity and bending of pathways in the network. The distribution of pore radii translates into a distribution of pore conductivities. Via this correspondence, the distribution of water in the membrane finally determines its transport properties, namely, proton conductivity and water diffusivity.

Since PEM, like living organisms, need water to function and the amount and state of water are critical for an efficient operation, secondary requirements on this type of fuel cell membranes emerge. These include the necessity of sufficient humidification and the ability to retain water under operation conditions. Associated problems under fuel cell operation include the electroosmotic transport of water to the cathode side accompanied by dehydration at the anode side [45]. In the cathode the accumulation of water at high current densities, typically greater than $1 \text{ A cm}^{-2}$, causes performances losses due to blocking of catalytically active sites and restriction of oxygen transport.

### 8.2.2.2 Membrane Conductance

Several models of the random pore space and its evolution upon membrane swelling are suggested in Refs. 39, 40 to bridge the gap between the conductivity of a single pore and the conductance of a membrane. Combined with experimental data on psds they reveal the features that cause good or bad membrane performance.

It was possible to rationalize the family of Arrhenius plots measured for Nafion® 117 at different water contents [46]. Under an assumption that the surface conductivity has higher activation energy, supported by microscopic considerations in Refs. 40, 43, the Arrhenius slope should become steeper with the decreasing amount of water in the membrane [39], that is, the smaller the amount of the “bulk” water that we have in pores. Activation energies obtained from these plots are $\approx 0.1 \text{ eV}$ for the largest possible water contents (activation energies of proton transfer in water, estimated from nuclear magnetic resonance relaxation times, are $\approx 0.1 \text{ eV}$ [47]) and $0.3–0.4 \text{ eV}$ at small water contents. How to rationalize this variation?

### 8.2.2.2.1 Proton Transfer in a Single Pore

The kinetic parameters of the elementary act of proton transfer in a pore were studied for the model system of a thin electrolyte slab between two infinitely thick polymer walls in Ref. 43. The fixed anionic charges ($\text{SO}_3^-$ groups) were represented as a regular square lattice array of point charges at the polymer/water interface. For this configuration, electrostatic contributions to reorganization energy, $E_r$, and work terms (reaction Gibbs free energy), $\Delta G$, of the elementary act were calculated. Within the charge-transfer theory, the activation energy, $G_a$, of proton transfer may be evaluated by the Pekar–Marcus
equation [48],

$$G_a = \frac{(E_r + \Delta G)^2}{4E_r}$$  (1)

(In principle, Eq. (1) is only valid in the diabatic regime. For proton transfer, that is considered to occur in a partially adiabatic regime, it is not strictly accurate. Nevertheless, it can still be expected to give a good upper estimate of the activation energy.)

The water reorganization energy is mainly determined by the size of the water clusters between which the proton is transferred ($\text{H}_3\text{O}^+$, $\text{H}_9\text{O}_4^+$) and the effective distance over which the proton is shifted during the process. The contribution of the medium reorganization outside the reactant water clusters (outer-sphere contribution) is calculated in Refs. 43, 44 as a function of reactant cluster sizes, transfer distance, pore size, and dielectric properties of the contacting media (water, polymer).

Assuming $\text{H}_9\text{O}_4^+$-reactant complexes with radius 3 Å, a transfer distance 3 Å (overlapping reactant clusters), high frequency and static dielectric constants of confined water $\varepsilon_{w, hf} = 5.5$ and $\varepsilon_{w, st} = 20$, the outer-sphere contribution to the reorganization energy was obtained as $E_r^{\text{os}} = 0.16$ eV. The pure geometrical effects due to finite pore size and proximity of the reactant clusters to one of the interfaces were found to give only negligible corrections to $E_r^{\text{os}}$. The confinement affects the properties of pore water, by freezing out its orientational degrees of freedom, thereby reducing the effective dielectric constant of the pore interior. With a static dielectric constant $\varepsilon_{w, st} = 8$, $E_r^{\text{os}} = 0.07$ eV is obtained in Refs. 43, 44. The confinement of pore space can thus be expected to lead to an effective reduction of the outer-sphere reorganization energy.

Attempts to estimate the reorganization energy contribution due to the local modes inside the reactant spheres on the basis of molecular-level calculations, using ab initio or pseudopotential based MDs, have also been reported [36, 49, 50].

For proton transfer between symmetric bulk water like states, the reorganization energy would be the only contribution to the activation energy. Calculated activation energies for bulklike proton transfer (~0.1 eV) are in good agreement with experimental values for Nafion® 117 at high values of water content, suggesting that in this regime the majority of protons acquire the bulklike mobility.

The reason for the higher activation energy of surface conductivity could first of all be the strong coulombic work term $\Delta G$ for proton motion along the array of $\text{SO}_3^-$ groups. This contribution is essential, if the proton is transferred from an $\text{SO}_3^-$ group to an intermediate water molecule in the rate-limiting step.

Dependencies of $\Delta G$ on the average separation $l$ between $\text{SO}_3^-$ groups and on the distance $a$ between the plane of proton transfer and the negatively charged interface were studied theoretically in Refs. 43, 44. Using an approach based on the Poisson–Boltzmann equation, modulations of the electrostatic potential and of the distribution of mobile protons in the proximity of the charged anionic sites were calculated.

The results revealed a strong dependence of $\Delta G$ on $a$. $\Delta G$, which is determined by the modulation of electrostatic potential due to the array of fixed negative charges on the surface, becomes small (<0.05 eV) at $a > 3–4$ Å. Moreover, a higher surface density of fixed negative charges, that is, smaller $l$, results in shallower potential wells for the protons in the proximity of these groups. At $l \approx 15$ Å...
the work term due to electrostatic potential modulation is $\approx 0.5$ eV (at a distance $\approx 1$ Å, corresponding to the first monolayer of water on the interface), whereas at $l \approx 5$ Å this work term is only $\approx 0.05$ eV.

Note that calculations in which $\text{SO}_3^-$ groups are considered as fixed point charges overrate the role of $\Delta G$. A modified Poisson–Boltzmann–Ansatz in Refs. 37, 38 takes into account finite size form factors due to more realistic charge distributions for the sulfonate groups and thermal fluctuations of the group positions. Due to these effects, the “coulombic profile” along the pore surface becomes considerably flatter and, thus, $\Delta G$ is smaller. Additional contribution to the activation energy in narrow pores, may come, however, from the increase of the frequency of local modes contributing to reorganization energy [51]. The variation of the activation energy for proton transport with pore width is consequently found to be smaller, which is consistent with findings from MD simulations [34, 35, 37, 38].

So far, the picture of proton transfer in water-filled pores at high water content looks consistent. In the pore center, only water reorganization energy contributes to the activation energy of proton transfer, which occurs between symmetric states. This reorganization energy is mainly determined by the size of the water clusters between which the proton is transferred ($\text{H}_3\text{O}^+, \text{H}_9\text{O}_4^+$) and the effective distance of the charge transfer. For proton transport in the surface layer ($\approx 3$ Å thick) the work term $\Delta G$ has to be taken into account in Eq. (1), leading to the higher observed values of $G_{a}$. $\Delta G$ exhibits a strong dependence on the separation between $\text{SO}_3^-$ groups but is strongly diminished by thermal fluctuations of their positions: the more labile structural arrangements of $\text{SO}_3^-$ groups will provide lower activation energies of proton transfer.

Alternatively the pathway of surface conductance under conditions of very low water contents, where the formation of a native hydrogen-bonded network is impeded, may proceed via a restricted mobility of $\text{SO}_3^-$ groups. Fluctuations of these groups toward each other can create a transition state in which the proton is shared between the two groups and eventually is transferred before the break-up of the transition state. In this case, proton transfer takes place between symmetric states, and no work terms are involved [52]. There is, however, a price for the formation of the transition state. It costs to bring the ends of the side chains with $\text{SO}_3^-$ groups on them closer together, which may be particularly hard in narrow pores with crystal-hydrate-like water structure inside. Recently performed AIMD simulations on a trifluoromethane sulfonic acid monohydrate solid, which represents a viable reference for minimally hydrated Nafion® with restricted mobility of $\text{SO}_3^-$ groups, suggested that the activation energy of this transition state is $\approx 0.3–0.4$ eV[53].

8.2.2.2 Proton Conductance as a Function of Pore Radius

A basic model of proton transfer in membrane pores must distinguish a surface mobility with activation energy $\approx 0.4$ eV, exhibiting a strong dependence on area density and mobility of the surface charges, and a bulk water like mobility with an activation energy $\approx 0.1$ eV. Based on these assumptions, the proton conductance of a pore was calculated in Ref. 40 as a function of the pore radius. The radial distribution of protons in the pore was obtained in a closed form expression from a mean field approach. The latter can, of course, give an error, if the average radius of a volume per proton
in the pore is larger than the Debye length in the atmosphere of free protons, which is typically the case. But it still could be used for a crude estimate. This distribution has higher density near the negatively charged surface and lower density in the middle of the pore. Increase of the pore radius shifts the balance from surface-type to bulk-type conductivity, with a simultaneous decrease of the effective activation energy.

The main effect that leads to the calculated increase of pore conductance with radius is the redistribution of protons upon swelling toward higher concentration in the bulk. An estimate in Ref. 40 has demonstrated that at pore radii of \( \approx 30 \, \text{Å} \) about 75% of the protons move in the bulk. Furthermore, in accordance with small angle scattering data (SAXS, SANS) [54] it was taken into account that, as a rule, the mean separation of \( \text{SO}_3^- \) groups increases upon the expansion of a pore. Together these two effects promote the crossover from surface conductance at smallest radii (<5 Å) to bulk conductance at large radii. These results are in line with the experimentally detected decrease of activation energy upon pore swelling [46].

8.2.2.2.3 Effects of Membrane Morphology

There is still a long way between the conductance of a single-pore and the macroscopic membrane conductivity. Water fractions in the membrane form tortuous pathways with ramified boundaries. Upon water uptake the system continuously evolves by the swelling of individual pores and the creation of new connections between pores. For modeling purposes, the highly interconnected porous structure may be subdivided into elementary segments resembling lamellae, cylinders, or spheres.

It would have been natural to assume that cylindrical pores prevail in the swollen membrane. Upon dehydration, the number of pore constrictions increases, possibly leaving structures that look like networks of spherical pores (inverted micelles), connected by narrow cylindrical channels. The latter type of structure was proposed earlier by Gierke et al. [54] on the basis of small angle scattering data (SAXS, SANS). Small angle scattering data of Gebel et al. on the structural evolution of water swollen membranes supported the inverted micellar structure model [55]. At very large water contents (larger than 50% by volume) a structure inversion to a connected network of polymer-rod-like particles is proposed in Ref. 55. Very recent SANS and neutron diffraction measurements performed for Nafion® and PEEK type membranes revealed a variety of porous structure patterns strongly dependent on the membrane prehistory [56]. For a number of membranes at maximal saturation a network including clusters of overlapping spheres rather than a more homogeneous network of cylindrical channels has been revealed.

For Nafion®, decisive new experimental insight has been obtained by small angle X-ray scattering, suggesting a modified structural model [57, 58]. Whereas previous models focused on the evolution of water-containing pathways within an inert and structureless polymer host, the new data indicate that polymer rods and their aggregation should be considered explicitly as the structure forming elements. This view opens new intriguing perspectives for predictive theoretical modeling of the formation of random heterogeneous membrane structures, based on the consistent treatment of interactions between polymer components.

In view of the vague experimental situation regarding pore-space morphology, several models of the pore space and
its evolution upon water uptake were addressed in theory [39, 40]. These are the: (1) simplistic model of a monodisperse sample (consisting of parallel cylindrical pores with uniform cross sections), (2) model of uniform parallel pores with varying radii, (3) serial model with sections in sequence having randomly distributed radii, (4) random network model. For the random network models effective medium theory provides approximate expressions of the conductivity. Combined with available data on pore-radius distributions, these models reveal the structural features that cause good or bad performance.

Moreover, different approaches to the pore-space evolution were considered. One approach was based on a continuous swelling process of the network [40]. Starting from a network of cylindrical pores, elementary segments of the pores are subject to an iterative, random swelling procedure. The swelling is controlled by a single parameter that determines the skewness of the resulting psd. In the continuum limit this swelling procedure results in psds with log-normal shape, which are viable psds in ultrafiltration membranes [59]. As will be discussed in Sect. 8.2.2.7.4, experimental data for psds of Nafion\textsuperscript{117}, plotted in Fig. 5, are approximated well by a log-normal distribution [60].

Implying certain restrictions on the previously described swelling process leads from the continuous swelling approach to the two-state model that was considered in Ref. 39. In this approach, each pore is allowed to swell only once: from the small dry state (only residual water) to the large water-filled state, which has an equilibrium radius determined by polymer–water interactions. A phenomenological model of swelling (including the merging of small pores into large ones), governs the humidity dependent balance between the populations of the two states.

The theoretical approaches to the pore-space evolution upon water uptake permit a straightforward incorporation of the dependence of single-pore conductance on radius. Calculations within each of the models result in an effective single-pore conductance, which is proportional to the specific membrane conductivity. Therefore, closed form relationships between porous structure, water uptake and membrane conductivity have been calculated [39, 40]. The highest conductivities are obtained within the simplistic model. Between the two main model variants, that is, the serial model and the random network model, better performances are found with the latter. At given water content, narrow psds result in better performances than broad polydisperse psds. In the latter case the evolving membrane structure becomes rather heterogeneous upon swelling, whereas narrow psds resemble the simplistic model with homogeneous water distribution.

Numerical estimates of proton conductivity on the basis of this theory reproduce the main experimental trends. In Ref. 39 it was found that the two-state model with the account of swelling properties gives results that are in agreement with experimental data for Nafion\textsuperscript{117}.

Differences in conductivity data of modified perfluorosulfonate membranes can be related to structural differences on the basis of the pore structure models. Smaller equivalent weights (e.g., for Nafion\textsuperscript{105}, Dow, Membrane C), that is, higher specific ion content, lead to superior performance compared to Nafion\textsuperscript{117} due to narrower psds and, thus, more homogeneous water distributions.

In its present form the theory and simulations of proton transport in single
pore can give only limited indications on what should be the modification of the polymer for a superior performance at all water contents. The recipes are simple: make side changes more flexible and denser, and you get livelier proton transport. Recent findings of P. Commer (Dissertation, Research Center, Jülich) show that simultaneously the diffusion of methanol is impeded by such modifications which is good news in the context of DMFC applications. More generally, this theory gives a useful framework for a better understanding of the main factors that influence membrane conductivity in a pore as a constitutive element of the proton-conducting network in membranes. This framework can be used for treatment of experimental data and for the formulation of the tasks for computer simulations. All this is valid as far as we have pores in the membrane. But do we really have them?

8.2.2.3 Pores or Necks?
Recently, Ioselevich, Kornyshev, and Steinke (IKS) suggested a more detailed morphological model of Nafion-type ionomers [61], which has questioned the existence of pores in homogenous ionomers such as Nafion at least in “normally” hydrated state. The model was based on neutron scattering data showing an approximately tetrahedral coordination of water droplets – the cores of inverted micelles – with distances between their centers detected from the Bragg peaks [55]. The IKS model was in essence a development of Gierke’s model, albeit with inverted micelles not free but coupled to the geometry of the polymer backbones. It begins with the question: How can one construct an array of inverted micelles built by hydrated side chains, if the latter are attached to the backbone chains arranged in bundles? Which kind of structures build up when the bundle persistence length is considerably larger than the size of the micelles? A quasicrystalline model of this arrangement has been developed, with probable unit cells as depicted in Fig. 3.

Two possible types of cages exist, in which the strings represent the backbone chains or their bundles. The cages are capable of providing a short-range-ordered system of four coordinated, inverted micelles composed of hydrated side chains (not shown) pointing from the strings toward the interior of the cages. These micelles keep water droplets (not shown) with protons of dissociation encapsulated inside the cage. The channels, when they form, bridge water droplets, through the windows in the cages and are, in this model, nothing else than narrow aqueous necks connecting the droplets.

Fig. 3 Possible unit cells of the Ioselevich–Kornyshev–Steinke quasicrystalline model of perfluorinated ionomers.
This model managed to rationalize the observed correlation between the macroscopic swelling of the membrane volume, \( V \), and the expansion of the average distance \( d \) between the micelles: \( V \propto d^2 \). Channels that could be built through the windows of the cages will be very narrow. Upon membrane swelling, the cages expand by strings sliding along each other. At the beginning, the size of the droplets grows, but each droplet is still encapsulated within each cage, disconnected from other droplets. With further water uptake, the droplet ejects water into the windows of the cages, building small catenoids (minimal surface forms) adjoining the neighboring droplets. The analysis shows that this process will likely take place as a first-order transition [62]. At the transition, the system may shrink slightly as some water from the droplets will be taken to build channels. With further water uptake, the system will swell again, and both the droplets and catenoids will increase in size continuously. A theory of this phenomenon is currently under development.

So how can one use this knowledge practically? This is still not obvious, though it does seem that we at least have a better understanding of the nature of the proton-mobility dependence on the water content. To sum up: if the channels evolve in the beginning as extremely narrow units (less than 0.5-nm radius for the narrowest part of the catenoid) and remain narrow even in the “mature state”, it is clear why the activation energy of the proton mobility (which is entirely controlled by the necks) depends, dramatically, on the water content. And the more flexible the side chains, the higher the proton mobility, since fluctuations of the chains will support the necks, reducing their surface tension; there could also be proton transport promoted by side-chain fluctuations.

Finally the question arises, are there any channels or pores apart from the necks between the droplets? The IKS model is probably good for dense ionomers with no, or small number of, defects (with defect density lying below the percolation threshold), so that the bottleneck of the proton transport is the proton transfer along the necks. It naturally explains the dramatic variation of activation energy of proton mobility with water uptake, which is difficult to do, if the size of the droplet is taken as the \textit{characteristic size of the channel}, the quantity considerably larger than the size of the neck. In reality, the quasicrystalline order may be distorted or interrupted by disordered domains. It is often argued that most of the ionomers are, like glasses, materials far from equilibrium and their properties often depend on “equilibration prehistory”. In such a system one would expect a hierarchy of scales rather then one rigorous quasiperiodical motif. Bragg peaks of diffraction data seem, however, to be more in harmony with the quasicrystalline model, although this case is still far from being closed.

The IKS model is more natural for the low water content, with backbones not “plasticized” by excess water, whereas in water-saturated membranes the quasicrystallinity may not be the dominating motif at all. The main assumption of the quasicrystalline model is that the persistence length of the bundles of the backbone chains is at least several times greater than the distance between neighboring micelles. This condition may break down with the increase of water content. The IKS model helps to understand the “birth” of conductivity and its evolution with increasing water content, but a more complete theory of this evolution should invoke the
effects responsible for the “dissolution” of the quasicrystalline order. This dissolution probably goes via merging of the neighboring micelles into larger and preferentially cylindrical blocks. Such a theory is difficult to build on a microscopic level. On a phenomenological level, a similar type of evolution of aqueous pore space had been considered in Ref. 39.

8.2.2.4 Membrane Development
Nafion® and similar conventionally used separator membranes in PEFCs offer excellent performance characteristics, but they suffer from inherently high production costs. Due to the critical dependence of membrane performance on sufficient hydration, their conductivity starts to deteriorate dramatically at temperatures >100 °C [24]. Moreover, fuel crossover and anode poisoning lead to considerable performance losses of the fuel cell if fuels other than pure hydrogen are used [63]. One of the major targets in fuel cell research for the future is, therefore, the development of high-temperature membranes, which are free of liquid water [24, 64, 65]. In fact, stable membrane operation at elevated temperatures in the range of 110 to 150 °C would be beneficial in several respects, facilitating heat management for the overall system, increasing CO tolerance of the anode, enhancing reaction rates in both electrodes and, thus, reducing fuel crossover. Membrane modifications are possible on all the different levels in Fig. 2.

The main efforts are directed toward better performing, more cost-effective membranes, based on (1) reduction of membrane thickness [66, 67], (2) control of composition and swelling properties via the equivalent weight (or ion-exchange capacity) [67] or via reinforcing the nonconductive matrix by means of cross-linking, (3) modifications of the hydrophobic backbone, for example, using nonfluorinated or partially fluorinated, radiation-grafted polymers [68–70], or embedding the acidic functional units into a stable inorganic container [65], (4) using polybenzimidazole (PBI) films doped with phosphoric acid, which exhibit good proton conductivity (∼0.01–0.04 S cm⁻¹), very small electroosmotic drag coefficient, low methanol crossover, excellent chemical and thermal stability, and good mechanical flexibility at elevated temperatures (150–200 °C) and low humidification [71], (5) solid inorganic acid compounds such as CsHSO₄, which offer the advantages of anhydrous proton transport and high-temperature stability (their viability for fuel cell applications has still to be demonstrated) [72], (6) replacement of liquid water by immobilized proton solvents such as imidazole, which generate similar proton mobility as hydrated perfluorosulfonic polymers, but potentially reduce the problems due to mass flow (fuel crossover, electroosmosis) [73], (7) variation of the functional acidic group and associated modifications of the properties of acid dissociation and hydration [30, 74].

Novel approaches in PEM synthesis focusing on cheaper, usually fluorine-free PEMs and membranes capable of sustained fuel cell operation at elevated temperatures, have been reviewed in Ref. 75. Mature fuel cell membranes have been casted from sulfonated poly(arylene ether sulfone) (BPSH) random (statistical) copolymers [76].

They exhibit excellent thermal and mechanical properties, enhanced chemical stability and conductivities similar to Nafion® (∼0.08 S cm⁻¹ at 30 °C). Blending of these polymers with heteropolyacids
facilitates controlling membrane morphology and water retention. Conductivities of \( \sim 0.17 \, \text{S cm}^{-1} \) can be obtained. Moreover, a novel class of graft-copolymer membranes (PS-g-PSSA) with controlled polymer structure and water content has been studied [77]. Effects of density and length of graft chains on membrane morphology, water uptake and conductivity have been rationalized. Conductivities of \( \sim 0.24 \, \text{S cm}^{-1} \) have been realized. Although the latter PEMs are not sufficiently stable at elevated temperatures, they are highly insightful for the structural PEM design.

In practice, trade-offs between optimization of different membrane functions have to be accepted. For instance, the immobilization of the proton solvent will impede the leaking out of solvent and, thus, help to avoid membrane dehydration and cathode flooding. On the other hand this may only be achievable at the cost of lower proton conductivity. A good theoretical understanding of mechanisms of proton mobility in various aqueous and non-aqueous environments is thus of vital importance.

### 8.2.2.5 Water Transport and Electroosmosis

In PEM fuel cells, fed with neat hydrogen on the anode side, water fluxes in the membrane play a crucial role for the overall water balance of the cell. For the following considerations of this problem it will be supposed that the essential ex situ membrane properties are known. Based on this knowledge the membrane performance in the fuel cell will be studied. Effects of membrane properties and externally controlled conditions will be rationalized. This kind of understanding of structure versus function provides diagnostic tools to check the suitability of membranes for fuel cell applications and yields criteria for properties that a good membrane should have.

Ideally, the membrane should be filled homogeneously with water at the value of water content that gives the best proton conductivity. In particular, models dwelling on fuel cell operation usually consider the membrane a homogeneously hydrated medium with constant transport coefficients [2, 3]. This approximation corresponds to the assumption of an “ultrashin” membrane [5, 6].

However, in the cell the membrane hydration is affected by generic fuel cell processes, including the supply of humidified reactant gases to the electrodes, electroosmotic drag of water from anode to cathode, backtransport of water in the membrane, and production of water at the cathode. It is, therefore, generally important to consider the internal membrane water balance self-consistently and relate it to the membrane microstructure.

Stationary fuel cell operation requires a steady flow of protons through all membrane cross sections, perpendicular to the transport direction. Proton flow induces water transport from anode to cathode by electroosmotic drag [78]. Taken alone, this effect would lead immediately to membrane dehydration and to a drastic increase of its ohmic resistance. However, accumulation of water on one side of the membrane inevitably causes a backflow of water. The balance between this backflow and the electroosmotic flow leads to a stationary profile of water across the membrane.

Once the water depletion becomes so strong upon increasing current passage that right at the anode the water content drops down to the “dry membrane level”, the overall resistance of the membrane becomes very high, and practically no further growth of the current density is possible.
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8.2.2.6 Modeling Approaches to Water Management

There are different approaches that incorporate the water balance in the membrane into models of fuel cell performance. They rest on different concepts of membrane microstructure. As a common feature they use local values of transport parameters which are functions of the local water content, $w$ (volume fraction of water relative to the total membrane volume).

The existing models can be grouped in two principal categories, “black box” models and “structural” models. Within the empirical “black box” models the membrane is considered a continuous, nonporous phase in which water of hydration is dissolved. An effective diffusion coefficient which is a characteristic function of the water content controls the water flux.

The majority of recently published papers are based on this kind of effective diffusion model [7, 10]. In the models of Springer et al. [7] and later Nguyen et al. [10], the local membrane state is determined by the local activity of water which is in thermodynamic equilibrium with surrounding water vapor. Diffusion of water driven by the activity gradient balances the electroosmotic flow. Under stationary conditions this results in a characteristic profile of $w$ across the membrane, with lowest values in the proximity of the anode.

Fuller and Newman [4] based their model of coupled proton and water transport in PEFC on the theory of concentrated solutions, wherein the effective diffusion constant was determined from the hydraulic permeability. Based on flux measurements of Fales and Vanderborgh [79], the model of Fuller and Newman used, practically, a $w$-independent permeability. Therefore, their results are rather similar to those of Springer et al. [7].

Structural models emerge from the notion of membrane as a heterogeneous porous medium characterized by a radius distribution of water-filled pores. This structural concept of a water-filled network embedded in the polymer host has already formed the basis for the discussion of proton conductivity mechanisms in previous sections. Its foundations have been discussed in Sect. 8.2.2.1. Clearly, this concept promotes hydraulic permeation (D’Arcy flow [80]) as a vital mechanism of water transport, in addition to diffusion. Since larger water contents result in an increased number of pores used for water transport and in larger mean radii of these pores, corresponding D’Arcy coefficients are expected to exhibit strong dependencies on $w$.

Ref. 6, 81, and 82 report that D’Arcy flow of water was observed under hydraulic pressure gradients across ion-exchange membranes. D’Arcy coefficients were measured. In the context of water management in fuel cells, the balance between electroosmotic and D’Arcy flows was theoretically considered in Ref. 6. However, the water management analysis was performed under the assumption of a saturated membrane, that is, no variation of $w$ was taken into account.

Following the idea of Yu. Volkovich, a model of stationary water flows in the membrane with account of porous structure-related aspects and inhomogeneous water distribution was developed [16, 83]. This model will be presented in some detail below. Its implications on water-content profiles and current–voltage performance under fuel cell operation conditions will be compared to the effective diffusion models.
Note that diffusion models and hydraulic permeation models have their own caveats: the membrane is neither a homogeneous acid solution, nor is it the well-structured porous rock. Critical comparison of the results of the two approaches with each other and with experiments, is of crucial importance for understanding the membrane functioning within the cell and developing the strategies on water management and optimized membrane properties.

A nonconventional view of membrane microstructure, which neither conforms with the solution nor with the porous rock picture, was recently suggested in Ref. 84. Classical MDs simulations on microstructure and molecular mobility in swollen Nafion\textsuperscript{®} membranes revealed a picture of a rather dynamic structure of water clusters with temporary formation and break-up of water bridges between them. The frequency of intercluster bridge formation was found to be consistent with the experimental transport coefficients through the membrane.

### 8.2.2.7 Hydraulic Permeation Model

Generally, the membrane under operation conditions should be considered inside the fuel cell environment. Works on simulation of water management within the whole cell or stack usually utilize a rather simplified picture of the membrane. The complementary objective of the model described in this section is, however, to reveal primarily the effects of water distribution across the membrane. Therefore, appropriate boundary conditions on the anode and cathode sides of the membrane are used to simulate the membrane performance inside the cell (cf. Fig. 4).

For this purpose the electrochemically active electrode layers at $x = 0$ (anode side) and $x = L$ (cathode side) are considered as infinitely thin. Gas transport in the backing layers is assumed to be facile (high permeability). Inhomogeneous distributions of feed gases along the electrode planes may thereby be ignored. All local properties, thus, depend only on the coordinate $x$ perpendicular to these boundary planes, and the problem is reduced to a one-dimensional one. Moreover, heat transfer phenomena are ignored, assuming that thermostatic conditions are externally provided.

The heterogeneous model of PEMs implies the existence of a water-filled porous network, which reorganizes upon water uptake. This reorganization has two major impacts on transport properties: the increase of single pore cross-sectional areas, available for proton and water transport,
and the evolution of orientation and topology of pores in the network. Therefore, the phenomenological description of proton current and water management relies on the following experimental information: (1) water content \( w \) as a function of liquid pressure \( P_l \) in the pores (or more generally as a function of the free energy of water binding with the membrane material), (2) pore-radius distribution \( w(r) \) \([60, 81]\), (3) electrolyte conductivity as a function of water content, \( \sigma_{el}(w) \) \([39, 46, 85]\), (4) electroosmotic drag coefficient, \( n \), that is, the number of water molecules transported through the membrane together with each proton, and its dependence on \( w \) \([86, 87]\). The dependencies (1) and (2) determine mutual relations between water content, membrane morphology, and water transport.

### 8.2.2.7.1 Concept of Capillary Pressure

Pore-radius distributions and ab-/desorption isotherms are important structural characteristics of generic porous media \([80, 88]\). The absorption isotherm provides a relation for the liquid uptake of a porous medium under controlled external conditions, viz., the pressure of an external fluid. Within a bounded system, such as a cylindrical tube, a discontinuity of the pressure field across the interface between two fluid phases exists. The corresponding pressure difference is called *capillary pressure*, \( P^c \). In the case of contact between gas phase, \( P^g \), and liquid water phase, \( P^l \), the capillary pressure is given by

\[
P^c = P^g - P^l \tag{2}
\]

According to the thermodynamics of capillary condensation, the Kelvin–Laplace equation determines the free energy of water binding to the membrane \([80]\),

\[
\Delta G_w = -RT \ln \left( \frac{P}{P_s} \right) = P^c V_m
\]

\[
= \frac{AV_m \gamma \cos \theta}{r} \tag{3}
\]

where \( P/P_s \) is the relative humidity (\( P \) is the water vapor pressure and \( P_s \) is the saturated water vapor pressure, corresponding to a flat meniscus), \( V_m \) the molar volume of water, \( r \) the characteristic radius of the meniscus, \( \gamma \) the surface energy of the liquid–vapor interface, \( \theta \) the wetting angle, and \( A \) the geometry parameter of the pore. For a cylindrical pore \( r \) is the radius of the tube and \( A = 2 \). Within a hydrophilic pore \( P^l \) will be smaller than \( P^g \). Increasingly larger pores will be filled with water if \( P^l \) approaches \( P^g \).

Equation (3) establishes a relationship between controlled water vapor pressure \( P \), capillary pressure \( P^c \) and pore radius \( r \). Equation (2) relates \( P^c \) to the external gas pressure \( P^g \) and the internal liquid pressure \( P^l \), whose gradient is the driving force of water flux. The presented formalism, thus, provides a closed set of equations that relate the stationary water profiles in the membrane with its porous structure.

These concepts have been routinely employed to determine psds of genuine porous media \([88]\). A difficulty arises when they are applied to PEMs, since these membranes do not possess an intrinsic porosity. Instead, pores in them are created by the water of hydration, whereas in the dry state the pore network collapses. Gas permeability of PEM is very small. Thus, only with a certain degree of tolerance can one speak about three-phase capillary equilibria, implied in the Laplace equation. It is rather a semiempirical phenomenology, that allows one to relate the liquid pressure (the driving force of the hydraulic permeation)
with the pore radius, itself depending on water content.

At the same time, there is no crude physical controversy in this approach. The largest pores are those which are obtained at given \( P^c \) by capillary condensation. Gas filled pores, that is, pores with larger radii than those corresponding to Eq. (3) do not exist, and water-filled pores do not conduct gas. Equilibrium with the gas outside the membrane is established.

Another conceptual difficulty is the question of adequacy of macroscale thermodynamic parameters in nanometer size pores, where the molecular-scale effects prevail. Much work has been done to check the limits of the validity of the Kelvin–Laplace equation \[32\]. Predictions of this equation have been verified in experiments and MDs simulations in pores with capillary diameters as small as \( 2 \, \text{nm} \) \[89, 90\].

A close set of equations was formulated in Ref. 16, related to the capillary pressure isotherms determined by the method of standard porosimetry \[60\]. In the latter procedure, the equilibrium amount of the wetting liquid is measured in the porous sample under study. Simultaneously, the amount of the wetting liquid is measured in the standard specimen with a genuine porous structure, in which the capillary equilibrium is established. The standards are kept in thermodynamic equilibrium with the sample. The comparison of the amount of wetting liquid in the membrane with the pore-radius distribution in the standards, enables one to record (with a minimum of theoretical assumptions), the volume-size and surface-size distribution curves, specific pore-space surface area, and absorption isotherm in the membrane of interest, for various wetting liquids.

The relative humidity primarily controls the capillary pressure which determines the water filling of the membrane, cf. Eq. (3). Gradients in capillary pressure, related to gradients in pore radii, are the primary internal driving forces of water flux in the membrane, considered in Ref. 16. An additional external gas pressure gradient may be superimposed on these internal gradients.

It is assumed, that the capillary isotherm,

\[
w = f(P^c)
\]

determined by the method of standard porosimetry, is valid in each representative elementary volume (REV) with a size much smaller than the macroscopic membrane dimensions, but much greater than the size of the largest pore.

Under conditions of current flow \( w \) is a function of the lateral coordinate \( x \). Moreover, \( P^c \) will also be a function of \( x \), as implied by Eq. (4). This, in conjunction with Eqs. (2) and (3), establishes mutual relations between local values of \( w_x \), \( P^c_x \), \( P^l_x \), and the \( r_x \). For different gas pressures at the anode, \( P^g_a \), and cathode, \( P^g_c \), one may use an approximation with a linear gas pressure profile,

\[
P^c_x = -P^l_x + P^g_c - \Delta P^g \left(1 - \frac{x}{L}\right).
\]

\[
\Delta P^g = P^g_c - P^g_a
\]

and, therefore,

\[
w_x = f\left[-P^l_x + P^g_c - \Delta P^g \left(1 - \frac{x}{L}\right)\right]
\]

The external gas pressure gradient will, thus, be superimposed as a driving force of water flux on the internal pressure gradients that develop due to electroosmotic effect and capillary forces. Note that gas pressures in anode and cathode chambers can be controllably varied.
8.2.2.7.2 Basic Equations In the following sections, internal mechanisms of water flux in the membrane due to capillary forces will be explored, considering $\Delta P^g = 0$. The effect of nonzero $\Delta P^g$ is presented separately in Sect. 8.2.2.8.2 Two equations determine the distribution of water in the membrane and its effect on current–voltage performance under operation conditions.

The balance equation of water flow is determined by

$$j_w = n(w_x) j_p - F c_w \frac{K(w_x) \partial P^i}{\mu} \frac{d}{dx}$$  \hspace{1cm} (7)

Here, the electroosmotic flow is proportional to the proton current density $j_p$ with a drag coefficient $n(w_x)$. D’Arcy flow as the mechanism of water backflow proceeds in the direction of the negative gradient of liquid pressure, which (for $\Delta P^g = 0$) is equal to the gradient of capillary pressure. The density of water, $c_w$, and the viscosity, $\mu$, are assumed to be independent of $w$. The transport coefficient of D’Arcy flow is the hydraulic permeability $K(w_x)$.

For $K(w)$ a percolation-type modification of the Hagen–Poiseuille–Kozeny equation is considered

$$K(w_x) = \frac{\xi(w_x - w_c) \rho(r_x)}{8} \Theta(w_x - w_c)$$  \hspace{1cm} (8)

where $\xi(<1)$ is the inverse tortuosity factor. For an isotropic tortuosity in three dimensions $\xi = 1/3$. $\Theta$ is the Heaviside step function which accounts for the existence of a percolation threshold $w_c$ in the water-permeating network [91].

$$\rho(r) = \frac{1}{w} \int_0^r \frac{dw(r')}{dr'} r'^2 dr'$$  \hspace{1cm} (9)

is the mean square radius of pores that contribute to the water flow in a REV with local water content $w$.

As a boundary condition to Eq. (7), $P^i$ can be fixed either on anode, $P^i_a$, or cathode side, $P^i_c$. In practice, that is, under operation conditions, it is justified to suppose full saturation of the membrane at the cathode side, due to the cathodic water production and the direction of electroosmotic drag to this side. Therefore,

$$P^i_c = P^g_c - f^{-1}(w_s)$$  \hspace{1cm} (10)

where $w_s$ is the saturation water content.

The net water flow is considered to be a parameter under control,

$$j_w = j_{wa} = j_{wc} - \frac{1}{2} j_p$$  \hspace{1cm} (11)

where the last term on the rhs accounts for water production in the cathode. $j_{wa}$ and $j_{wc}$ are controlled water vapor flows through anode and cathode chambers.

The current–voltage relation is obtained from the migration equation,

$$j_p = -\frac{\sigma_{el}(w_x)}{F} \frac{d\phi_{el}}{dx}$$  \hspace{1cm} (12)

Substituting $dP^i/\partial x$ from Eq. (7) and using $(d\phi_{el}/dx) = (d\phi_{el}/dP^i)(dP^i/\partial x)$ we obtain

$$\frac{d\phi_{el}}{dP^i} = -\frac{F c_w}{\sigma_{el}(w_x)} \frac{K(w_x)}{\mu} \frac{j_p}{n(w_x) j_p - j_w}$$  \hspace{1cm} (13)

Note that convection of protons with the flow of water has been neglected in Eq. (12). (The effect of a convection term in Eq. (12) was considered in Ref. 16. The net effect due to proton convection is a slight worsening of the effective membrane conductivity.)

The following percolation dependence of proton conductivity will be used for
with percolation threshold \( w_c \) and residual conductivity \( \sigma_r \). The linear dependence on \( w_s \) approximates fairly well with the experimental data for Nafion\textsuperscript{®} [71], although there is of course no ground to expect the exponent to be equal to 1 (in lattice models it is rather close to 2) [88, 91]. The saturation conductivity is \( \sigma_{\text{el,s}} = \sigma_r + \sigma_0(w_s - w_c) \). Different empirical dependencies can be easily implemented.

Upon increasing the proton current \( j_p \), water is dragged electroosmotically through the membrane and leaks out through the cathode gas chamber in a nonstationary fashion. As a result, the total water content decreases to a new stationary value. For each stationary state, a liquid pressure profile, \( \rho_1 \), is established to compensate the electroosmotic drag. Equation (7) provides the stationary profile \( w_s \), thus, determining the local properties \( \sigma_{\text{el}}(w_s) \), \( n(w_s) \), and \( K(w_s) \). Using these values in Eq. (13), the nonohmic corrections to the current–voltage performance can be calculated.

### Analytical Solution

Only the essential parts of the solution will be presented in this section. A more detailed consideration including the discussion of analytical expressions for the asymptotic behavior can be found in Refs. 16, 83.

The general solution of Eqs. (7) and (13) is given by

\[
   j_p = \frac{J_m L}{L - x} g(j_p, r_s) \tag{15}
\]

\[
   U = -\frac{L}{\sigma_0} J_m G(j_p, a), \quad U = \varphi_{\text{el}}(L) - \varphi_{\text{el}}(0) \tag{16}
\]

with

\[
   g(j_p, r_s) = \frac{1}{r_1 w_s} \int_{r_s}^{b} dr \frac{[w(r) - w_c] \Theta(r - r_c) \rho(r)}{[n(w(r)) - j_w/j_p] r^2},
\]

\[
   G(j_p, a) = \frac{\sigma_0}{r_1 w_s} \int_{a}^{b} dr \frac{[w(r) - w_c] \Theta(r - r_c) \rho(r)}{\sigma_{\text{el}}(w(r)) [n(w(r)) - j_w/j_p] r^2},
\]

valid for \( n(w(r)) j_p > j_w \) (locally).

\( r_1 \) is the radius up to which pores are filled in the \( x \)-cross section. In pores with these radii the capillary equilibrium prevails. On the cathode side pores are filled up to the radius \( r_L = b \), corresponding to the saturation water content. At the anode side we have \( r_0 = a \). This solution is valid for \( r > r_L \) in all REVs, where \( r_c \) is the pore radius at the percolation threshold \( w_c \). \( r_1 \) is the first moment of the pore-radius distribution,

\[
   r_1 = \frac{1}{\sigma_0} \int_{0}^{\infty} \frac{dr}{r} \left( \frac{d w(r)}{dr} \right) \tag{18}
\]

An important membrane parameter \( J_m \) (in units A cm\(^{-2}\)) is defined by

\[
   J_m = \frac{F \gamma \xi c_w w_s r_1}{4 \mu L} \tag{19}
\]

The critical current density \( j_{pc} \) is the solution of the implicit equation

\[
   j_{pc} = J_m g(j_{pc}, r_c) \tag{20}
\]

implying that the water content at the anode side has dropped to \( w_c \).

Fixing \( j_p \) as a parameter, Eq. (15) gives the profile of \( r_s \), which determines \( w_s \) and \( \rho_1 \). Moreover, calculating \( a \) from Eq. (15) by choosing \( x = 0 \) and using this value in Eq. (16) the current–voltage performance of the membrane is obtained.
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Fig. 5  Pore size distribution function of microporous membranes, parameterization with logarithmic normal distribution, for the parameter sets specified in Table 4. (a) Differential psd, (b) cumulative psd. Experimental data in (b) have been measured by the method of standard porosimetry [44] for Nafion® 117 at 30 °C. Curves correspond to the set of parameters in Table 1.

The difficulty in obtaining this solution directly from Eqs. (15) and (16) is due to the implicit dependencies on the rhs of both equations on $j_p$. This difficulty disappears, however, if (1) the net water flow is zero, $j_w = 0$, (2) $n$ is independent of $w$ and, thus, independent of $x$, or (3) if a δ-function-like psd is assumed. The latter two simplifying assumptions are particularly interesting, since they lead to transparent analytical solutions. However, before discussing these effects in detail, we consider different parameterizations of electroosmotic coefficient $n$ and $w(r)$.

### 8.2.2.7.4 Parameterization of Membrane Properties

The developed approach will be applied to model membranes whose psds closely resemble those of Nafion® and similar PFSI membranes [60]. A common parameterization of experimental data for ultrafiltration membranes is given by the so-called logarithmic normal distribution [59].

The difficulty in obtaining this solution directly from Eqs. (15) and (16) is due to the implicit dependencies on the rhs of both equations on $j_p$. This difficulty disappears, however, if (1) the net water flow is zero, $j_w = 0$, (2) $n$ is independent of $w$ and, thus, independent of $x$, or (3) if a δ-function-like psd is assumed. The latter two simplifying assumptions are particularly interesting, since they lead to transparent analytical solutions. However, before discussing these effects in detail, we consider different parameterizations of electroosmotic coefficient $n$ and $w(r)$.

### Parameterization of Membrane Properties

The developed approach will be applied to model membranes whose psds closely resemble those of Nafion® and similar PFSI membranes [60]. A common parameterization of experimental data for ultrafiltration membranes is given by the so-called logarithmic normal distribution [59].

\[
\frac{dw(r)}{dr} = \frac{w_s}{\Lambda} \left[ \exp \left\{ - \left( \frac{\log(r/r_m)}{\log s} \right)^2 \right\} \right. \\
- \frac{r}{r_{max}} \exp \left\{ - \left( \frac{\log(r_{max}/r_m)}{\log s} \right)^2 \right\} \right]
\]

### Table 1  Parameters of the psd. Values of the critical current density $j_{pc}$ are calculated on the basis of the membrane parameters specified in Table 2

<table>
<thead>
<tr>
<th>Set</th>
<th>$r_m$ [nm]</th>
<th>$s$</th>
<th>$r_{max}$ [nm]</th>
<th>$r_i$</th>
<th>$k_s$ [nm²]</th>
<th>$r_c$ [nm]</th>
<th>$j_{pc}/j_m$</th>
<th>$j_{pc}$ [A cm⁻²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>1.0</td>
<td>0.15</td>
<td>∞</td>
<td>14.9</td>
<td>1.2 × 10³</td>
<td>1.08</td>
<td>0.67</td>
<td>5.0</td>
</tr>
<tr>
<td>(2)</td>
<td>1.0</td>
<td>0.30</td>
<td>∞</td>
<td>3.0</td>
<td>1.6 × 10</td>
<td>0.69</td>
<td>0.65</td>
<td>1.0</td>
</tr>
<tr>
<td>(3)</td>
<td>1.0</td>
<td>0.60</td>
<td>∞</td>
<td>1.2</td>
<td>1.5</td>
<td>0.72</td>
<td>0.66</td>
<td>0.4</td>
</tr>
<tr>
<td>(4)</td>
<td>1.0</td>
<td>0.15</td>
<td>100</td>
<td>10.8</td>
<td>2.7 × 10²</td>
<td>1.05</td>
<td>0.45</td>
<td>2.5</td>
</tr>
<tr>
<td>(5)</td>
<td>1.0</td>
<td>0.15</td>
<td>50</td>
<td>8.2</td>
<td>1.2 × 10⁴</td>
<td>1.00</td>
<td>0.40</td>
<td>1.7</td>
</tr>
</tbody>
</table>
In Eq. (21), $A$ is a normalization factor, giving the saturation value $w_s$ for the cumulative psd over all pore radii, $r_m$ is a parameter which determines the location of the maximum of the psd, $s$ is a measure of the width of the psd, $r_{\text{max}}$ is the maximum pore radius, corresponding to $w_s$. The psd $\frac{dw(r)}{dr}$ and the cumulative psd $w(r)$, both obtained from Eq. (21), are plotted in Fig. 5 for the parameters in Table 1. The comparison with experimental data for Nafion® 117 reveals, that the parameter set (4) with $r_m = 1\text{nm}$, $s = 0.15$, $r_{\text{max}} = 100\text{nm}$ gives the best approach to the experimental data [60].

Although this psd exhibits a steep increase for $r < r_m$, it possesses a broad tail in the range of large radii, which could be an indication of large pore defects. Alternatively, it could be interpreted as the manifestation of merging smaller pores into large pores within a soft, deformable polymer matrix. This explanation for the broad psd is consistent with pertinent views on swelling in Nafion®, as described in Ref. 39.

**Electroosmotic Coefficient**

Experimental data on $n$ for Nafion® 117 suggest different options for its parameterization. According to Ref. 4, $n$ is constant over a wide range of $w$ between the water content of a nearly dehydrated membrane (corresponding to $\approx 2\text{H}_2\text{O}$ per SO$_3^-$ group) and the saturation water content in water vapor ($\approx 14–16\text{H}_2\text{O}$ per SO$_3^-$ group). Literature values in this range vary between $n = 1.0$ and $n = 1.4$ [4, 86, 87]. In liquid water a different mechanism of water uptake may lead to 50% larger maximum water content at ambient temperature. This leads to larger values $n \approx 2.5$ (at $30^\circ\text{C}$, $\approx 22\text{H}_2\text{O}$ per SO$_3^-$ group) [86]. Either the contact with liquid water affects the membrane microstructure in a different way than water vapor, or there is the usual dependence on the membrane prehistory. The controversy of the data of different authors on the $w$ dependence of $n$ is discussed in Ref. 87.

A variant of the model with $w$-dependent value of $n$ is given in Ref. 16. In the following, we will focus on results obtained for constant $n$.

### Solution for Constant $n$

With the assumption of constant $n$ a closed form solution of Eqs. (7) and (13) can be obtained. Defining functions

\[
 h(r_c) = \frac{1}{r_1 w_s} \int_{r_s}^{b} dr \frac{(w(r) - w_c)\Theta(r - r_c)\rho(r)}{r^2},
\]

\[
 H(a) = \frac{\sigma_0}{r_1 w_s} \int_{a}^{b} dr \frac{(w(r) - w_c)\Theta(r - r_c)\rho(r)}{\sigma_{\text{el}}(w(r))r^2}
\]

and the parameter

\[
 j_{pc} = \frac{1}{n} \{ j_w + j_m h(r_c) \}
\]

the solution for $j_p < j_{pc}$ reads

\[
 j_p = \frac{1}{n} \left\{ j_w + j_m \frac{h(r_c)}{1 - (x/L)} \right\}
\]

\[
 U = -\frac{L}{\sigma_0}j_m \frac{j_p}{n j_p - j_w} H(a)
\]

Equation (24) determines the water-content profile $w_x \equiv w(r_x)$ for a given current density $j_p$, which is obtained by inversion

\[
 x = L \left\{ 1 - \frac{j_m}{n j_p - j_w} h(r_x) \right\}
\]

This relation ensures that there will be no divergence in Eq.(24).
Equation (25) gives the membrane potential drop, \( U = \phi_{el}(L) - \phi_{el}(0) \), at \( j_p \). Note that in this form, operation parameters \( (j_p, j_w) \) have been extracted from the integrals in Eq. (22). Evidently, for known \( w(r), \sigma_{el}(w), \) and \( K(w) \) the integrations can be carried out explicitly.

For \( j_p > j_{pc} \) the current–voltage performance is given by

\[
U = \frac{n j_{pc} - j_w}{n j_p - j_w} U_c - \frac{L}{\sigma_r} \frac{n j_p}{n j_p - j_w} (j_p - j_{pc})
\]

where \( U_c \) is the membrane voltage drop at the critical current density \( j_{pc} \), that is, the one at which the water content on the anode side of the membrane drops to the percolation value \( w_c \).

For \( j_p > j_{pc} \) the membrane potential drop increases strongly, being inversely proportional to the residual conductivity \( \sigma_r \), which is usually small compared to \( \sigma_0 \). For \( \sigma_r = 0, j_{pc} \) is a limiting current density.

8.2.2.8 Exploring the Model

Upon specification of the functions \( w(r), n(w), \sigma_{el}(w) \) for a specific PEM sample, the given set of equations provides analytical or numerical solutions for stationary water-content profiles and current–voltage performance. Analytical expressions, which help to rationalize the relevant asymptotic cases (i.e., nonohmic corrections at low current densities, asymptotic behavior near \( j_{pc} \)), have been studied in detail [16].

8.2.2.8.1 Effects of the Pore Size Distribution

The effect of the psd on the current–voltage plot reveals the relationship between the membrane “capillary portrait” and its performance in a cell. Current–voltage plots in Fig. 6 (for \( j_w = 0 \)) are shown in comparison with the purely Ohmic resistance of the saturated membrane. They suggest that
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Fig. 6 Effect of the psd on current–voltage performance (for \( j_w = 0 \)). The corresponding psd parameters are listed in Table 1. The other parameters are specified in Table 2. Current densities and voltages have been scaled to \( J_m (\propto n) \).
Tab. 2  Membrane parameters, used for the calculation of membrane performance under PEFC operating conditions. Parameters are chosen in order to reproduce Nafion® data

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness</td>
<td>( L = 0.02 \text{ cm} )</td>
</tr>
<tr>
<td>Conductivity parameter (Eq. 12)</td>
<td>( \sigma_0 = 0.07 \text{ S cm}^{-1} )</td>
</tr>
<tr>
<td>Residual conductivity (Eq. 12)</td>
<td>( \sigma_r = 0.0007 \text{ S cm}^{-1} )</td>
</tr>
<tr>
<td>Saturation water content</td>
<td>( w_s = 0.4 \text{(vol. fraction)} )</td>
</tr>
<tr>
<td>Percolation water content</td>
<td>( w_c = 0.1 w_s )</td>
</tr>
<tr>
<td>Surface tension</td>
<td>( \gamma = 0.05 \text{ J m}^{-2} )</td>
</tr>
<tr>
<td>Inverse tortuosity</td>
<td>( \xi = 1/3 )</td>
</tr>
<tr>
<td>Concentration of water</td>
<td>( c_w = 55 \text{ mol l}^{-1} )</td>
</tr>
<tr>
<td>Electroosmotic coefficient</td>
<td>( n = 1.2 )</td>
</tr>
</tbody>
</table>

Membrane dehydration becomes relevant only in the vicinity of \( j_{pc} \). Below \( j_{pc} \) nonlinear corrections to the ideal ohmic performance are small. This is a universal feature of the given model.

Figure 6 accentuates the effect of the width of the psd. The three parameterizations with \( s = 0.15, 0.3, 0.6 \), labeled as (1), (2), (3) in Table 1 and Fig. 5 are used in Fig. 6. All other parameters of the calculation are specified in Table 2. The width of the psd decreases upon increasing \( s \). The first moments of the psds are, respectively, \( r_1 = 14.9, 3.0, 1.2 \text{ nm} \). In Fig. 6, \( j_p \) and \( U \) are scaled to \( J_m \propto r_1 \), defined in Eq. (19).

Table 1 indicates that the permeability of the saturated membrane, \( K(w_s) \), varies strongly with \( s \). However, the effect of the psd width on membrane performance is accumulated in the scaling parameter \( J_m \), as shown in Fig. 6. Here, the critical current densities are found at \( j_{pc}/J_m \approx 0.66, 0.65, 0.67 \), practically independent of the psd with this scaling to \( J_m \).

The overall effect of the psd can be narrowed down to the variation of its first moment \( r_1 \), which turns up explicitly in the definition of \( J_m \), the cumulative parameter of the model. A larger value of \( r_1 \), obtained with larger \( r_m (r_1 \propto r_m) \) or increased width of the psd (smaller \( s \)), gives a larger critical current density \( j_{pc} \), due to the proportionality

\[
j_{pc} \propto J_m \propto r_1
\]

Table 1 reveals a significant effect of \( s \) on \( r_1 \) and, thus, on \( j_{pc} \).

This finding has been further explored in Ref. 83. Due to the demonstrated weak sensitivity of membrane performance to the width of the psd (besides its effect on \( r_1 \)), it is admissable to use a \( \delta \)-function like psd in the model,

\[
\frac{d w(r)}{dr} = w_s \delta(r - r_1), \quad w(r) = \Theta(r - r_1)
\]

which is solely characterized by the first moment \( r_1 \) and the saturation water content \( w_s \). This gives an explicit expression for the critical current density,

\[
j_{pc} = \frac{1}{n} \left\{ j_w + J_m \left( 1 - \frac{w_c}{w_s} \right) \right\}
\]

In this equation, essential dependencies of membrane performance on material parameters are explicitly seen. Although derived for an idealized, \( \delta \)-function psd,
it catches the main qualitative features of membrane behavior: seemingly, the larger the average pore in the membrane, the easier water returns to the anode, and the higher are the current densities that lead to full dehydration of the anode side.

Based on the psd, which gives the best approximation to experimental porosity data for Nafion® 117 (parameterization (4) in Fig. 5), the effects of other parameters on membrane performance have been studied in Refs. 16, 83. We reproduce here (cf. Fig. 7) water-content profiles at various \( j_p/J_m \). The depletion of local water content at the anode side is small for \( j_p < j_{pc} \). For \( j_p \geq 0.8j_{pc} \) it becomes remarkable. At \( j_p = j_{pc} \) the water content at the anodic membrane boundary drops down to \( w_c \), disturbing the performance. Although the depletion is largely localized in the vicinity of the anode, it is sufficient to limit the current density.

What is the value of \( J_m \), the key parameter of the model? An estimate for Nafion® 117 at \( T = 30 \, ^\circ\text{C} \) with the parameters specified in Table 2 and parameterization (4) in Fig. 5 gives \( J_m \approx 5 \, \text{A cm}^{-2} \) (for \( j_w = 0 \)). With this estimate the value \( j_{pc} \approx 2.5 \, \text{A cm}^{-2} \) is obtained. Given this value, membrane dehydration will not be critical for fuel cell operation at \( j_p \leq 2.0 \, \text{A cm}^{-2} \), whereas typical current densities that provide high fuel cell efficiencies are \(<1.0 \, \text{A cm}^{-2} \). Present hydrogen fuel cells commonly use thinner membranes, for example, Nafion® 112 membranes, with a thickness reduced by about a factor 3–4 compared to Nafion® 117. Due to the proportionality \( J_m \propto L^{-1} \) critical current densities will be larger by this factor in this membrane. Water management in thinner membranes is generally more facile.

Thus, local dehydration will most likely not be an issue for Nafion® membranes, but that may not be the case for other membranes! For instance, Eq. (28) emphasizes the importance of \( r_1 \). If the average pore size is too small, membrane dehydration becomes essential for the fuel cell operation. This is evident from Table 1 by the comparison of \( j_{pc} \) values for different psds.
Moreover, a pronounced effect of the maximum pore size is evident from this table. The existence of large pores facilitates water management and thereby gives larger values of $j_{pc}$.

This conclusion is straightforward as far as the electroosmotic drag coefficient is a weak function of $r_1$. If it decreases dramatically with the decrease of $r_1$, the conclusion will depend on the competition between the drag and permeation coefficients. If, however, the whole variation of the drag coefficient is between 1 and 1.4, the conclusions made will stay valid.

8.2.2.8.2 Modes of Water Management in the Membrane

The model gives hints for water management. Supplying an appropriate flux of water from the anode side to compensate the electroosmotic flux, that is, positive $j_w$ (Eq. 23), will increase the critical current density. Alternatively, one may apply a gradient in gas pressure, $\Delta P^g/L$, as explored in Refs. 16, 83. The effect of this external pressure gradient is superimposed linearly on the internal driving force provided by the capillary pressure gradient.

Indeed, the optimum membrane performance is obtained under saturation conditions, where

$$\frac{d(-P^g_S)}{dx} = 0, \quad \Delta P^g = \Delta P^1, \quad w_x = w_S \quad (31)$$

and

$$U = -\frac{L}{\sigma_S} j_p \text{ for } j_p < j_{ps}$$

$$= \frac{j_w}{n} + \frac{F c_w K_S \Delta P^g}{n \mu L} \quad (32)$$

The parameter $j_{ps}$ is the current density at which membrane dehydration starts. Its value can be controlled via the external parameters $j_w$ and $\Delta P^g$.

This highlights the two basic modes of water management in the membrane. On one hand, maintaining a steady water flow $j_w > n j_p$ (at $\Delta P^g = 0$) is feasible to keep the membrane in a well-hydrated state. This may, however, lead to massive problems with flooding in the cathode compartment. On the other hand, the optimum current–voltage performance can be reached at $j_w = 0$ with

$$\Delta P^g = n \frac{\mu L}{F c_w K(w_S)} j_p \quad (33)$$

or, if the water produced in the cathode reaction is removed via the anode compartment,

$$\Delta P^g = \left( n + \frac{1}{2} \right) \frac{\mu L}{F c_w K(w_S)} j_p \quad (34)$$

A numerical estimate for Nafion® 117 with parameters specified in Sect. 8.2.2.8.1 gives

$$\frac{F c_w K(w_S)}{n \mu L} \approx 1.0 \, \text{A cm}^{-2} \text{atm}^{-1} \quad (35)$$

Thus, a pressure difference $\Delta P^g \approx 1$ atm would be required to keep the membrane in a completely hydrated state at a current density of 1.0 A cm$^{-2}$. Again, using a thinner membrane would reduce the required pressure by a factor inversely proportional to the membrane thickness. On the other hand, a strong effect of the psd on this number can be expected according to Table 1: a broader psd and a larger value of $r_1$ result in considerably larger $K(w_S)$. Correspondingly, a considerably smaller pressure gradient would be required in order to provide conditions of optimum water management, indicated by Eq. (33). If, for instance, $r_1$ is smaller by a factor 10, then the necessary pressure variation increases by a factor of the order 10$^3$!
Practical modes of water management include the supply of water at the anode side by humidification of the anodic feed gas, or the application of a pressure across the membrane that creates the backflow from cathode to anode (anode water removal). Different approaches of effective fuel cell water management are discussed, for example, in Ref. 45.

Understanding the laws of membrane dehydration and the possible measures of avoiding it should be taken into account in the regulation of the overall water balance in fuel cell stacks.

8.2.2.9 Generalized Model of Water Backflow

8.2.2.9.1 Generalized Formalism A generalized membrane transport model, in the form of the “black box” models discussed earlier, can be considered in order to compare alternative mechanisms of water backflow in gradients of chemical potential, activity or concentration of water. Each of these gradients can be expressed by a gradient in \( w \). The equation of net water flow is, thus,

\[
j_w = n(w_c) j_{\text{p}} - \frac{L}{w_s} J^*_m D(w_s) \frac{d w_s}{dx} \tag{36}
\]

Here, \( J^*_m \) is a constant with unit of current density and \( D(w_s) \) is an effective dimensionless diffusion coefficient. The migration equation reads

\[
j_{\text{p}} = -\sigma_{\text{el}}(w_s) \frac{d \psi_{\text{el}}(x)}{dx}
\]

\[
= -\frac{\sigma_{\text{el}}(w_s) n(w_c) j_{\text{p}} - j_w d \psi_{\text{el}}}{L J^*_m} D(w_s) \frac{d w_s}{dx} \tag{37}
\]

Structural characteristics of the membrane are now incorporated into the transport coefficients \( D(w_c), n(w_c), \sigma_{\text{el}}(w_c) \). Formally, the generalized model looks like a diffusion model for the interdiffusion of water within the polymer matrix. The effective diffusion model implies water uptake at complete wetting, that is, a homogeneous hydration of the membrane under zero proton current. The attractive feature of this model is its simplicity, since it ignores any explicit elements of phase separation in the membrane, that is, its heterogeneity. It is, thus, free from somewhat artificial assumptions on the three-phase equilibria inside the soft, swelling PEM, typical for the hydraulic model.

For the special case with \( w \)-independent \( n \), the solution for \( j_{\text{p}} < j_{\text{pc}} \) which is given by

\[
j_{\text{p}} = \frac{1}{n} \left( j_w + \frac{J^*_m}{1 - (x/L)} \int_{w_c}^{w_s} dw D(w) \right),
\]

\[
U = -L J^*_m \frac{j_{\text{p}}}{n j_{\text{p}}} \int_{w_c}^{w_s} dw \frac{D(w)}{\sigma_{\text{el}}(w)} \tag{38}
\]

(for \( j_{\text{p}} > j_{\text{pc}} \) it is the same as in Eq. (27))

The critical current density, defined via

\[
j_{\text{pc}} = \frac{1}{n} \left( j_w + J^*_m \int_{w_c}^{w_s} dw D(w) \right) \tag{39}
\]

is proportional to the area under the \( D(w) \) curve within the limits \( w = w_c \) and \( w = w_s \). The task of physical models and of ex-situ diagnostics is to determine detailed \( D(w) \) dependences.

8.2.2.9.2 Hydraulic Permeation versus Diffusion and Comparison with Experiments

In earlier approaches to the problem of membrane water management, an activity-dependent diffusion coefficient was considered which was transformed into a \( w \)-dependent diffusion coefficient, \( D \) (in \( \text{cm}^2 \text{s}^{-1} \)) [7]. Within the diffusion approach the non-dimensional effective coefficient \( D \) is related to the dimensional diffusion constant \( D \) (in \( \text{cm}^2 \text{s}^{-1} \)) via the identity

\[
J^*_m D = \frac{F c_{w} w_s D}{L}.
\]
In contrast to the diffusion approach, in the previous sections hydraulic permeation was considered as the effective mode of water transport. Transformed to the form of an effective diffusion coefficient the transport coefficient of the latter model becomes

$$D(w) = \frac{1}{r_1} \frac{(w - w_c)\rho(r)}{r^2} \left( \frac{dw(r)}{dr} \right)^{-1}$$

(40)

In Fig. 8 the parameterizations for \(D(w)\) in the diffusion model (index \(d\)), used by Springer et al. [7], and the one obtained with Eq. (40) from the hydraulic permeation model (index \(h\)) [16] are compared with each other. They have been scaled in order to give the same value of \(j_{pc}/J^*_m\) (same area under the curves). Whereas \(D_d(w)\) is practically independent of \(w\), a strong dependence of \(D_h(w)\) is observed. In the limit \(w \to w_s\), \(D_h(w)\) diverges, simply reflecting the fact that pressure driven water transport is possible even if no \(w\)-gradient exists (i.e., it is possible to have \(\nabla P \neq 0\) for \(\nabla w = 0\)). For \(w \to w_c\), \(D_h(w)\) smoothly converges to 0. Considering a superposition \(J^*_m D = J_d D_d + J_h D_h\) as a likely scenario, Fig. 8 suggests that diffusional transport prevails at low \(w\) (strong water–polymer interactions), whereas hydraulic transport dominates in the saturation limit \(w \to w_s\), which physically makes sense. This would actually confirm that it is possible to keep the membrane in a homogeneously saturated state by controlling the external pressure gradient \(\Delta P\), as discussed in Sect. 8.2.2.8.2. Obviously, this mode of water management would not be feasible, if diffusional transport were prevailing in the saturation limit.

Membrane performance characteristics in the “hydraulic” and “diffusion” limits are compared to each other in Fig. 9. Figure 9(a) illustrates that in the diffusion model considerable deviations from the purely ohmic performance of the saturated membrane arise already at small \(J_p/J_0\), well below the critical current density. This is in line with the comparison of the water-content profiles calculated in the diffusion model, Fig. 9(b), with those from the hydraulic permeation model, in Fig. 7. Indeed, membrane dehydration is much stronger in the diffusion model, affecting larger membrane domains at given values of \(J_p/J_0\). Moreover, the profiles exhibit different curvature from those in Fig. 7.

Experimental data by Buchi et al. [66, 92] and Mosdale et al. [93] speak in favor of hydraulic permeation as the basic mode of

---

**Fig. 8** Parameterizations of effective dimensionless diffusion constants \(D(w)\) in the model of hydraulic permeation (cf. Eq. 2.40), using parameterization (4) in Table 1) and in the diffusion model. In the latter, \(D\) is obtained from the dimensional diffusion constant \(D\) (in \(cm^2s^{-1}\)) via the identity \(J_{m}^* D = Fc_{w_s}D/L\). Absolute values have been adjusted in such a way, that both parameterizations will give the same value of \(j_{pc}/J_m^*\).
Fig. 9  (a) Current–voltage performances for the model of hydraulic permeation and in the diffusion model. (b) water-content profiles in the diffusion model (compare with Fig. 7).

In Fig. 10 the membrane resistance

$$R = \int_0^L \frac{dx}{\sigma_{el}(w_x)}$$

is shown. Experimental data by Büchi and Scherer [94] are compared to values calculated in both model variants. All
values are normalized to the resistance of the saturated membrane at various temperatures. A significant increase of resistance is observed in the experimental data only in the vicinity of the critical current density. Experimental data agree well with the results of the hydraulic permeation model, as demonstrated in the main figure. The diffusion model, on the other hand, seems to overestimate the dehydration effect, cf. the inset. This deficiency of the diffusion model is due to the fact that it underestimates the driving force of water backflow in the saturation limit, as indicated by Fig. 9(a).

Recent analysis shows that another parameterization of $D_d(w)$ giving a lower $\Delta_d$ at $w \leq 10$, would generate a better agreement of the diffusion model with experimental data [95]. However, any feasible approach has to be based on the proper experimental determination of the corresponding transport coefficient and its incorporation into the appropriate physical model.

A realistic approach should combine in some way elements of hydraulic permeation and diffusion, since generally the “complex truth” about water transport in PEM lies, presumably, somewhere between these two limits, with hydraulic permeation mechanism dominating at large and diffusion at small water contents.

Furthermore, which mechanism prevails is also determined by the membrane microstructure and water/polymer interactions. A pronounced hydrophobic/hydrophilic phase separation will result in a well-developed porous structure and, thereby promote hydraulic permeation as the relevant mechanism. In random polymer membranes, which exhibit a smaller extent of ion clustering, water fractions will be more dispersed in the
polymer host. This will fortify the diffusional component of water backflow.

8.2.2.10 Membrane Performance Guidelines

The key concept used in this chapter on membrane performance in PEFC is the perception of present-day PEMs as phase-separated systems. A hydrophobic phase of polymer backbones that provides mechanical stability and a hydrophilic phase of water-containing pathways for proton and water mobility are distinguished.

This notion is supported by a large number of independent experimental data, related to structure and mobility in these membranes. It implies furthermore a distinction of proton mobility in various water environments, strongly bound surface water and liquidlike bulk water, and the existence of water-filled pores as network forming elements. Appropriate theoretical treatment of such systems involves random network models of proton conductivity and concepts from percolation theory, and includes hydraulic permeation as a prevailing mechanism of water transport under operation conditions. On the basis of these concepts a consistent approach to membrane performance can be presented.

The main conclusions for membrane water management are:

Spatial distribution of water: During fuel cell operation, the PEM exhibits an inhomogeneous water distribution. Strong dehydration arises in the interfacial regions close to the anode, whereas the other membrane regions remain in a well-hydrated state, close to saturation. This picture was confirmed experimentally [66, 92].

Critical current density: A critical current density \( j_{pc} \) exists at which the total membrane resistance increases strongly. It is reached when the water content \( w \) at the anode side drops to the percolation value \( w_c \) of the membrane proton conductance. Estimated values of the critical current density \( j_{pc} \approx 1–10 \text{ A cm}^{-2} \) for the best currently used membranes lie in the upper range of fuel cell operation, but they could be considerably lower for “cheaper” membranes.

The important proportionality \( j_{pc} \propto J_m \propto r_1 \) was found, revealing the influence of the psd via its first moment \( r_1 \). This result is confirmed by experimental data for several membranes, including Nafion® 117 [96]. According to these data, the larger the saturation water content \( w_s \) and the smaller the equivalent weight of the membrane, the better the performance characteristics. In Ref. 92 the relation between equivalent weight and dehydration effect was studied by means of in situ resistance measurements on Nafion® 115 and Nafion® 105. Due to the smaller equivalent weight of Nafion® 105, corresponding to larger mean pore radii, no effect of dehydration is observed at \( j_p < 1 \text{ A cm}^{-2} \), whereas at this current density dehydration is already obvious in Nafion® 115. Of greater importance is the proportionality of \( j_{pc} \) to \( n^{-1} \): If \( n \) could be suppressed, \( j_{pc} \) would be shifted to higher values.

Nonlinear corrections: Nonlinear corrections in current–voltage relations are only relevant in the proximity of \( j_{pc} \). Well below \( j_{pc} \) the resistance \( R_s = L/\sigma_{el,s} \) of the saturated state determines the membrane performance. Above \( j_{pc} \) the residual conductivity of dehydrated domains determines the performance.

Membrane thickness: Due to \( j_{pc} \propto J_m \propto L^{-1} \) the usage of a thinner membrane will not only reduce \( R_s = L/\sigma_{el,s} \), but it will also shift the occurrence of the dehydration
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Effect to larger \( j_{\text{PC}} \). Nonohmic corrections are smaller for a thin membrane.

**Water management:** Water management in the membrane can be controlled via the parameters \( j_w \), the net water flow, and \( \Delta P^8 \), the gas pressure gradient between cathode and anode. If \( j_w > n_j_p \), the hydraulic backflow vanishes and \( w \) is uniform. The \( j_w \) flow may be supplied at the anode and extracted at the cathode. This measure, however, cannot be considered out of relation with the problems with flooding at the cathode. An alternative means of water management control includes the application of an external gradient \( \Delta P^8 > 0 \). The value of \( j_p \) at which membrane dehydration becomes relevant is proportional to \( \Delta P^8 K (w_s)/L \). This indicates that for thinner membranes and membranes with larger permeability a smaller gas pressure gradient is sufficient to provide optimum humidification at a given current density. These suggestions still need further experimental verification.

### 8.2.3 Structure and Function of Catalyst Layers

#### 8.2.3.1 Catalyst Layer Characterization

The sluggish oxygen reduction reaction (ORR) in the cathode catalyst layer (CCL) induces a major fraction of voltage losses in PEFCs. Due to the requirement of sufficient membrane humidification, discussed in Sect. 8.2.2, and the limitation it imposes on the working temperature range (<100 °C) only platinum-based catalysts can provide acceptable reaction rates. Platinum, however, is costly, and its resources are limited.

In view of these restrictions the amount of Pt in catalyst layers of fuel cells should be minimal and, moreover, this amount should be optimally utilized. Systematic understanding of structure vs. function relationships is, thus, crucial for the development of improved, less expensive electrodes.

The essential ingredients of the catalyst layer are an electronically conducting matrix of carbon grains, Pt catalyst particles supported on carbon and a proton-conducting network of well-humidified PFSI. In addition, Teflon (PTFE) may be added as a binder and hydrophobizing agent.

A number of different methods exist for the production of catalyst layers [97–102]. They use variations in composition (contents of carbon, Pt, PFSI, PTFE), particle sizes and Pds of highly porous carbon, material properties (e.g., the equivalent weight of the PFSI) as well as production techniques (sintering, hot pressing, application of the catalyst layer to the membrane or to the gas-diffusion layer, GDL) in order to improve the performance. The major goal of electrode development is the reduction of Pt and PFSI contents, which account for substantial contributions to the overall costs of a PEFC system. Remarkable progress in this direction has been achieved during the last decade [99, 100]. At least on a laboratory scale, the reduction of the Pt content from 4.0 to 0.1 mg cm\(^{-2}\) has been successfully demonstrated.

Currently utilized catalyst layers are three-phase composites. A typical structure is sketched in Fig. 11, depicting the interpenetrating functional phases. A solid phase of carbon grains serves as the supplying network for the electrons. Similarly, the electrolyte network, embedded in the carbon structure, provides the pathways for the protons. Open pores in the composite comprise a network for the diffusion of gases. Carbon grains are loaded with Pt particles with sizes in the range 1–10 nm. The key to an excellent electrode performance with low Pt loadings is
the creation of a large electroactive contact area between carbon/Pt particles and electrolyte particles.

Because of the intricate composition, various transport modes contribute to the supply of O₂ to the reaction sites, involving viscous flow, Knudsen diffusion and ordinary molecular diffusion [103]. The relative importance of the distinct mechanisms depends decisively on the psd. Dominating transport through micropores favors Knudsen flow, whereas molecular diffusion with considerably larger diffusion constants will prevail in macropores. A critical pore radius for the transition between Knudsen and molecular diffusion is \( \sim 30 \text{ nm} \) [104].

Moreover, due to a net water flow toward the cathode and the production of water in it, oxygen diffusivity will be a function of the current density. At larger current densities larger amounts of water will accumulate within the cathode, thereby, hampering gaseous transport. Modeling approaches that incorporate the important issue of liquid water formation and partial saturation in CCLs have been developed only recently. They reveal a key role of the CCL in regulating the fuel cell water fluxes.

According to the porosity data of Uchida et al. [102] the matrix of carbon grains (20–40 nm) forms an agglomerated structure with a bimodal psd. Primary pores (micropores, 5–40 nm) exist within agglomerates, between the carbon grains. Larger, secondary pores (macropores, 40–200 nm) form the pore spaces between agglomerates. The relation between the relative pore volume fractions of the two pore types depends on the contents of PFSI and PTFE. Due to their molecular size these components are not able to penetrate micropores. They affect only the macropore volume. The experimental study revealed that an increased PFSI content leads to a decrease of the macropore volume fraction. The opposite effect was found for PTFE.

Two key aspects of CCL operation will be subsequently considered:

1. understanding the interplay of physical processes that determine the operation,
2. rationalizing the effect of the composition on performance.

The theory of “gas-diffusion electrodes” has a long history [11, 12, 105, 106]. Specifically, catalyst utilization and specific effective surface area in composite electrodes were always in the focus of attention (see, e.g., Ref. 13 and the articles quoted therein). A comprehensive review of the theory and models of ionic-into-electronic current transformation in two- and three-phase distributed electrodes can be found in Ref. 14.

An appropriate model of CCL operation should account for the interdiffusion of oxygen, nitrogen, and water vapor, migration of protons and electrons, and kinetics of the electrochemical reaction. The pertinent theory was developed in Refs. 8, 9, 15. A model similar to that was more recently studied analytically [17, 107, 108], and we will dwell on these transparent closed form results. We will see that having such solutions at hand helps in revealing the reserves for optimization of the structure and function of the catalyst layers.

8.2.3.2 Model of Catalyst Layer Performance

For modeling purposes, the CCL is considered an effective medium of thickness \( l \) with homogeneous distributions of the various components. Moreover, homogeneous boundary conditions in the interfacial layers between catalyst layer and GDL on one side and membrane on the other side are assumed. Therefore, here the transport and reaction processes in the layer depend solely on the coordinate \( x \) with the origin at the PEM/CCL interface (cf. Fig. 11).

Based on the assumption of good electronic conductivity of the carbon/catalyst phase, ohmic losses due to electronic transport can be neglected, which is a good approximation unless the carbon network is too close to the percolation threshold. The equation of oxygen diffusion can be written as

\[
\frac{dp(\chi)}{d\chi} = \frac{j_0 - j_p(\chi)}{I}, \quad I = \frac{4F\bar{P}_O}{RTl},
\]

Here, the oxygen partial pressure \( p \) is normalized to the absolute \( O_2 \)-partial pressure \( \bar{P}_O \) at the interface between catalyst layer and GDL (at \( \chi = 1 \)), \( p = P_O/\bar{P}_O \). \( D \) is an effective oxygen diffusion constant (in \( \text{cm}^2\text{s}^{-1} \)). \( j_p(\chi) \) is the local proton current density (in A cm\(^{-2} \)) and \( j_0 = j_p(\chi = 0) \) is its value at the interface with the membrane, where \( j_0 \) is equal to the total current density through the cell.

The parameter \( I \) (in A cm\(^{-2} \)) is a characteristic current density of oxygen diffusion. The factor 4 in the definition of \( I \) accounts for the number of protons that are consumed by one oxygen molecule in the cathode reaction. Equation (42) is based on Knudsen diffusion as the prevailing mechanism of oxygen transport in a predominantly microporous catalyst layer, that is, oxygen molecules are assumed to collide more frequently with pore walls than with other molecules [104]. A variant which, instead, considered molecular diffusion as the prevailing mode of oxygen transport was studied in Ref. 17. This would be more realistic in a layer with a considerable porosity due to macropores. Both variants give similar results. Analytical expressions are, however, simpler in the variant presented here.

Proton transport in the layer is described by the migration equation

\[
\frac{d\eta(\chi)}{d\chi} = -\frac{1}{\sigma}j_p(\chi), \quad \sigma = \frac{\sigma_{el}}{I} \quad (43)
\]
where $\eta(\chi)$ is the local electrode potential, defined here simply as the difference between the potentials of electrolyte, $\varphi_{el}$, and carbon/catalyst phase, $\varphi_c$, $\eta(\chi) = \varphi_{el}(\chi) - \varphi_c(\chi)$ (skipping over details in definitions of potentials in the interfacial region). Under the assumption of high electronic conductivity of the carbon/catalyst phase, this phase can be considered as equipotential, deliberately fixing $\varphi_c(\chi) = 0$. Variations in the electrode potential $\eta$ are, thus, equal to variations in $\varphi_{el}$ alone. $\sigma_{el}$ is the proton conductivity of the layer.

The net rate of electrochemical current generation in an electrode section is given by the Butler–Volmer equation, a fundamental relation in electrode kinetics [109],

$$\frac{d j_p(\chi)}{d \chi} = -i^* \left[ p(\chi) \exp \left( \frac{\alpha_n i n_1 F \eta(\chi)}{RT} \right) - \exp \left( -\frac{(1 - \alpha_c) n_1 F \eta(\chi)}{RT} \right) \right]$$ (44)

Here, $n_1$ is the number of electrons that are transferred in the rate-determining reaction step. At a Pt|PFSI interface $n_1 = 1$ has been identified [99, 110]. The standard exchange current density (in A cm$^{-2}$)

$$i^* = 2 F S_0 k^* (c_{H^+})^{1/2} \bar{c}_O_2$$

is an effective reaction rate parameter, determined by the externally provided reactant concentrations. The factor 2 accounts for the number of electrons that are transferred in one elementary reaction. Moreover, $i^*$ is proportional to the total effective surface $S_0$ of the electroactive Pt|PFSI contact area per unit volume (unit cm$^{-1}$) and to the reaction rate constant $k^*$. The dimensionless property $\xi = S_0 l$ corresponds, thus, to the real-to-apparent surface area ratio.

Due to the assumption of electroneutrality in any REV of the layer, the proton concentration $c_{H^+}$ and, thus, the term $(c_{H^+})^{1/2}$ is assumed to be constant over the whole sample. Therefore the factor in front of the second exponential in Eq. (44) is one. $\bar{c}_O_2$ is the external oxygen molar concentration at $\chi = 1$, corresponding to $P_{O_2}$ via the ideal gas law. Following Refs. 99, 110, 111 the cathodic oxygen reduction is assumed to be a first-order reaction, the current density depending linearly on the local $O_2$ partial pressure.

The apparent transfer coefficient of the cathodic reaction, $\alpha_c$, is a measure of the sensitivity of the transition state to the drop in electrostatic potential between electrolyte and metal [109, 112]. According to Ref. 113, it is $\alpha_c = 0.75$ for the $O_2$ reduction on Pt in aqueous acid electrolytes. In Ref. 111 the value $\alpha_c = 1.0$ was reported instead. Since the cathodic reaction is a complex multistep process, it might follow several reaction pathways, and the competition between them is affected by the operation conditions ($\eta$, $p$, $T$). Therefore, different values of $\alpha_c$ have been reported in different regimes of operation. Although in the simple reactions the transfer coefficient is a microscopic characteristic of the elementary act [112], for complex multistage reactions in fuel cell electrodes it is rather an empirical parameter of the model. The dependence of effective $\alpha$ for methanol oxidation on the catalyst layer preparation was recently studied [114].

At small electrode potentials, $\eta \leq b/3$, only small amounts of reactants will be consumed and it is, thus, reasonable to put $p(\chi) = 1$. Series expansions of the exponents in Eq. (44) lead to a linear relation

$$\frac{d j_p(\chi)}{d \chi} = -i^* \frac{\eta(\chi)}{\bar{b}}, \bar{b} = \frac{RT}{n_1 F}$$ (45)
whereas at \( \eta > 2b \) it is conventionally approximated by the Tafel expression,

\[
\frac{dj_p(\chi)}{d\chi} = -i^* p(\chi) \exp \left( \frac{\eta(\chi)}{b} \right),
\]

\[
b = \frac{RT}{\alpha_c n_1 F}
\]

(46)

where \( b \) is the Tafel parameter.

The basic equations of catalyst layer operation, Eqs. (42–46), are valid under the assumption of isothermal, stationary conditions. Furthermore, variations of the water vapor partial pressure are neglected. The water content in the PFSI fractions and the corresponding proton conductivity are, therefore, independent of \( \chi \). Upon proceeding along \( \chi \), starting at \( \chi = 0 \) with \( j_p(\chi = 0) = j_0 \), proton current is gradually converted into \( \text{O}_2 \) flux \( i_{\text{O}_2} = (j_p(\chi) - j_0)/4 \). At \( \chi = 1 \) the transformation is complete, \( j_p = 0 \), since no protons are admitted to pass the interface to the GDL.

The voltage loss \( U_c \) incurred in the catalyst layer, is defined as the difference between local electrolyte potential at \( \chi = 0 \) and local metal phase potential at \( \chi = 1 \), \( U_c = \psi_{el}(\chi = 0) - \psi_{el}(\chi = 1) \). However, since \( \psi_{el}(\chi) \equiv 0 \) throughout the layer, \( U_c \) is given by the local electrode potential at \( \chi = 0 \),

\[
U_c = \eta(\chi = 0) = \eta_0
\]

(47)

The boundary conditions imposed on the three independent variables \( p, j_p, \) and \( \eta \) at \( \chi = 1 \) are \( p = 1, \eta = \eta_1, j_p = 0 \). Fixing the free parameter \( \eta_1 \), the corresponding value of \( j_0 \) can be obtained from the self-consistency equation \( j_p(\chi = 0) = j_0 \). The complete solution then gives the profiles \( p(\chi), j_p(\chi), \) and \( \eta(\chi) \), as well as the polarization relation \( \eta_0(j_0) \).

The resulting curves depend on externally controlled operation conditions \( (\bar{c}_{\text{O}_2}, T) \) and on three composition-dependent parameters:

1. \( i \), the characteristic current density of oxygen diffusion
2. \( \sigma_p \), the proton conductance per geometric surface area
3. \( i^* \), the exchange current per geometric surface area.

Generally, the nonlinear system of equations may only be solved numerically. However, analytical solutions exist in certain limiting cases, which will be considered first.

8.2.3 Close to Open-circuit Potentials

Cathode potentials in the range \( \eta_0 < b/3 \) are of limited practical importance for PEFC operation. Nevertheless, it is insightful to consider this case first, since it illuminates a number of basic aspects of electrode performance. In this regime only small amounts of oxygen are consumed, i.e., \( p \equiv 1 \). A simplified, textbook set of equations [105, 106] emerges

\[
\frac{dj_p(\chi)}{d\chi} = -i^* \frac{\eta(\chi)}{b} \quad \eta(\chi) = -\frac{1}{\sigma} j_p(\chi),
\]

\[
b = \frac{RT}{n_1 F}
\]

(48)

with the well-known solution

\[
j_p(\chi) = \frac{\sinh \left( \frac{1}{l_p} (1 - \chi) \right)}{\sinh \left( \frac{1}{l_p} \right)} j_0.
\]

\[
\eta(\chi) = \frac{1}{\sigma_p} \frac{\cosh \left( \frac{1}{l_p} (1 - \chi) \right)}{\sinh \left( \frac{1}{l_p} \right)} j_0
\]

(49)
The polarization relation is, therefore, given by
\[ \eta_0 = \frac{j_0}{\sigma_p} \coth \left( \frac{l}{l_p} \right) \] (50)

The corresponding linear electrode polarization resistance is
\[ \Re_c = \frac{\eta_0}{j_0} = \frac{1}{\sigma_p} \coth \left( \frac{l}{l_p} \right) \] (51)

Here, the parameters
\[ \sigma_p = \left( \frac{\sigma b}{i^*} \right)^{1/2} \] (52)

and
\[ \frac{l_p}{l} = \left( \frac{\sigma b}{i^*} \right)^{1/2} \] (53)

are introduced, where \( l_p \) is the so-called reaction-penetration depth. Equation (49) indicates that the profile of \( j_p(\chi)/j_0 \), which suggests a pattern of the catalyst utilization, is independent of \( j_0 \). It is solely determined by \( l_p \). A reaction-penetration depth \( l_p > l \) gives homogeneous catalyst utilization, whereas for \( l_p \ll \ell \) only a small fraction of the catalyst close to the membrane is used for the reaction, since a small proton conductivity inhibits protons from penetrating the layer. The value of \( l_p \) may serve as an orientation for an optimal catalyst layer thickness, which would provide a compromise between high catalyst utilization and small \( \eta_0 \). In order to reduce \( \eta_0 \), Eq. (50) suggests that \( \sigma_p \), an effective conductivity of the catalyst layer, should be large. This can be achieved with large electrolyte conductivity \( \sigma_{el} \), large specific catalyst surface \( S_0 \), large reaction rate \( k^* \), and large oxygen concentration \( \bar{c}_{O_2} \).

8.2.3.4 High Electrode Potentials

8.2.3.4.1 Dimensionless Form of Basic Equations
At \( \eta_0 \geq 3b \) the rate of current generation is well approximated using the Tafel law given by Eq. (46). It is convenient to rewrite the basic set of equations in an entirely dimensionless form [17],

\[ \frac{dp}{d\xi} = -(1 - i) \] (54)

\[ \frac{d\Gamma}{d\xi} = g \Gamma i \] (55)

\[ \frac{di}{d\xi} = p \Gamma \] (56)

where the three independent variables \( i, \rho, \) and \( \Gamma \) are functions of \( \xi \), with the notations
\[ \xi = \frac{j_0}{I} (1 - \chi), \quad i = \frac{j_p}{j_0}, \quad \Gamma = \frac{i^* I}{j_0^2} \exp \left( \frac{\eta}{b} \right) \] (57)

Now it is obvious that for fixed \( l \) the solution is determined by a single parameter,
\[ g = \frac{l}{\sigma b} \] (58)

which allows us to distinguish between diffusion limited (\( g \ll 1 \)), conductivity limited (\( g \gg 1 \)) and mixed (\( g = 1 \)) cases. From the definition of \( \Gamma \) we immediately retain
\[ \eta = b \ln \Gamma + 2b \ln \frac{j_0}{I} - b \ln \frac{i^* I}{j_0^2} \] (59)

Equations (54–56) and Eq. (59) reveal three important features of the solution. First, since the system of Eqs. (54–56) is invariant with respect to \( i^* \), the explicit contribution of \( i^* \) to \( \eta \) is incorporated in the logarithmic term in Eq. (59). Second, the appearance of a term \( 2b \ln(j_0/I) \) with twice the Tafel slope of the pure reaction is a universal result, not due to any specific parameter values, following only
from the structure of the equations. Under certain conditions this term can give the dominating contribution to \( \eta \). Third, since \( g \) is invariant with respect to \( l \), the effect of \( l \) on the catalyst layer performance can be easily rationalized from Eqs. (54–56). A change of thickness from \( l = l \) to \( l = \kappa l \), at a simultaneous change from \( j_0 \) to \( \tilde{j}_0 = j_0 / \kappa \) will lead to a shift of \( \eta_0 = \eta_0 - 2b \ln \kappa \). These features help to determine the thickness dependence of voltage losses incurred by the cathode, as discussed in Sect. 8.2.3.5.3.

### 8.2.3.4.2 General Solution

For fixed boundary conditions

\[
p(\zeta = 0) = 1, \quad i(\zeta = 0) = 0, \quad \Gamma(\zeta = 0) = \Gamma_1
\]

(60)

the profiles in \( p(\zeta), \Gamma(\zeta), \) and \( i(\zeta) \) can be calculated. Matching the self-consistency condition

\[
i(\zeta = \frac{j_0}{T}) = 1
\]

(61)

gives \( j_0 \) and,

\[
\Gamma_0 = \Gamma \left( \zeta = \frac{j_0}{T} \right)
\]

(62)

Finally, the cathode potential is calculated from

\[
\eta_0 = b \ln \Gamma_0 + 2b \ln \frac{j_0}{T} - b \ln \frac{i^*}{T}
\]

(63)

### 8.2.3.4.3 Limit of Fast Oxygen Diffusion

The case of fast oxygen transport through the catalyst layer is of practical interest, since nowadays thin catalyst layers (5–10 \( \mu m \)) are usually used. One may expect the oxygen concentration to vary only moderately across such a thin layer. The catalyst layer performance is then governed by Eqs. (43) and (46), with fixed normalized oxygen pressure \( p \equiv 1 \). These two equations are equivalent to a Poisson–Boltzmann-like expression,

\[
\frac{d^2 \eta(\chi)}{d\chi^2} = b \left( \frac{1}{l_p} \right)^2 \exp \left( \frac{\eta(\chi)}{b} \right)
\]

(64)

which can be exactly integrated to give a solution in parametric form

\[
\eta(\chi) = \eta_1 - 2b 
\]

\[
\ln \left\{ \cos \left[ \sqrt{\frac{1}{2} \frac{\chi}{l_p}} \left( 1 - \chi \right) \exp \left( \frac{\eta_1}{2b} \right) \right] \right\}
\]

(65)

\[
j_p(\chi) = \sqrt{2\sigma b} \exp \left( \frac{\eta_1}{2b} \right)
\]

(66)

\[
\times \tan \left[ \sqrt{\frac{\sigma}{l_p}} \left( 1 - \chi \right) \exp \left( \frac{\eta_1}{2b} \right) \right]
\]

where the working point is fixed by specifying a value \( \eta_1 \), the electrode potential at \( \chi = 0 \). The potential losses in the catalyst layer are obtained by putting \( \chi = 0 \) in these equations and calculating the corresponding \( \eta_0 = \eta(0) \) and \( j_0 = j_p(0) \) at the given \( \eta_1 \). Note that the factor \( \sqrt{2\sigma b} \) is independent of \( l \), since \( \sigma \propto l^{-1} \) and \( i^* \propto l \).

An alternative way toward this solution was pursued in Ref. 108. Differentiating Eq. (66) with respect to \( \chi \) and substituting \( d\eta / d\chi \) from Eq. (43) an expression leads to

\[
\frac{d}{d\chi} \left( \frac{d j_p}{d\chi} + \frac{1}{2\sigma b} \frac{d^2 j_p}{d\chi^2} \right) = 0
\]

(67)

The latter equation indicates the spatial invariance of the term in brackets,

\[
\frac{d j_p}{d\chi} + \frac{1}{2\sigma b} \frac{d^2 j_p}{d\chi^2} = \frac{d j_p}{d\chi} \bigg|_{\chi=0} + \frac{1}{2\sigma b} j_0^2
\]

(68)

Further integration of this equation subject to the boundary condition \( j_p(\chi = 1) = 0 \) yields a single equation, which relates \( j_0 \)
and \( \eta_0 [108] \),

\[
\frac{j_0}{2\sigma b} = \sqrt{\frac{\alpha_c}{2}} \left( \frac{l}{l_p} \right)^2 \exp \left( \frac{\eta_0}{b} \right) - \left( \frac{j_0}{2\sigma b} \right)^2 
\times \tan \left( \sqrt{\frac{\alpha_c}{2}} \left( \frac{l}{l_p} \right)^2 \exp \left( \frac{\eta_0}{b} \right) - \left( \frac{j_0}{2\sigma b} \right)^2 \right) 
\]

(69)

It is not possible to resolve this transcendental equation for the explicit \( \eta_0(j_0) \) dependence. However, two limiting cases can be conveniently studied: in the limit \( j_0 \ll 2\sigma b \) the simple Tafel kinetics is recovered,

\[
\eta_0 = b \ln \left( \frac{j_0}{i^*} \right), \quad j_0 \ll 2\sigma b \quad (70)
\]

whereas under conditions of severe proton transport limitations, \( j_0 \gg 2\sigma b \), the electrode potential reveals a characteristic double Tafel-slope dependence

\[
\eta_0 = 2b \ln \left( \frac{j_0}{\sqrt{2\sigma b i^*}} \right), \quad j_0 \gg 2\sigma b \quad (71)
\]

Note that according to Eq. (65) the latter limit is attained when the local electrode potential \( \eta_1 \) at \( \chi = 1 \) approaches a \( j_0 \) - independent maximum value

\[
\eta_{1,\text{max}} = 2b \ln \left( \frac{\pi}{\sqrt{2\alpha_c}} \frac{l_p}{l} \right) \quad (72)
\]

whereas \( \eta_0 \) increases according to Eq. (71). The corresponding potential drop in the electrolyte phase is

\[
\eta_0 - \eta_1 = 2b \ln \left( \frac{j_0}{\pi \sigma b} \right), \quad j_0 \gg 2\sigma b \quad (73)
\]

Figure 12 shows the current–voltage plot of the catalyst layer in log–log coordinates. The transition from \( j_0 = i^* \exp(\eta_0/b) \) at small current densities to \( j_0 = \sqrt{2\sigma b i^*} \exp(\eta_0/2b) \) at large current densities is clearly seen in this plot. Near \( j_0 = 2\sigma b \) the transition region described by Eq. (69) couples the two limiting straight lines.

8.2.3.4.4 Limit of High Proton Conductivity

In the case of negligible proton transport limitations, that is, \( \eta(\chi) = \eta_0 \), but possible oxygen diffusion limitations the catalyst layer performance is determined by

\[
\frac{d^2 p(\chi)}{d\chi^2} = \left[ \frac{i^*}{T} \exp \left( \frac{\eta_0}{b} \right) \right] p(\chi) \quad (74)
\]

Fig. 12  Log–log plot of normalized current density versus exponent of normalized voltage losses incurred by the cathode catalyst layer \( (U_c = \eta_0) \), in the limit of fast oxygen diffusion (Sect. 8.2.3.4.3). This representation reveals the transition from the simple Tafel kinetics at \( j_0 \ll 2\sigma b \) to the double Tafel-slope dependence at \( j_0 \gg 2\sigma b \).
Its solution gives the profiles

\[ p(\chi) = \sinh(\Upsilon_0(1 - \chi)) \left[ \coth(\Upsilon_0(1 - \chi)) - \tanh(\Upsilon_0) \right] \]

\[ j_p(\chi) = I \Upsilon_0 \left[ \tanh(\Upsilon_0) - \tanh(\Upsilon_0) \right] \times \cosh(\Upsilon_0(1 - \chi)) \]

\[ + \sinh(\Upsilon_0(1 - \chi)) \]

(75)

and

\[ j_0 = I \Upsilon_0 \tanh(\Upsilon_0) \]

(76)

However, for \( \eta_0 < b \ln(I/i^*) \) (\( \Upsilon_0 < 1 \)), oxygen diffusion limitations can be neglected as well, and one may put \( p = 1 \) throughout the layer. As a result, the reaction determined Tafel law, Eq. (46), will control the performance. But for \( \eta_0 > b \ln(I/i^*) \) (\( \Upsilon_0 > 1 \)) oxygen diffusion is critical and the performance is given by

\[ \eta_0 = 2b \ln\left( \frac{j_0}{\sqrt{i^* I}} \right) \]

(77)

with

\[ p(\chi) = \exp\left( -\frac{j_0}{I}(1 - \chi) \right) \]

\[ j_p(\chi) = j_0 \left[ 1 - \exp\left( -\frac{j_0}{I}(1 - \chi) \right) \right] \]

(78)

These profiles reveal the thickness of the effective layer, adjacent to the backing layer,

\[ \delta_{\text{eff}} = \frac{I}{j_0} \]

(79)

in which the major fraction of the current density is generated.

8.2.3.4.5 The Double Tafel Slope as a Signature of Transport Limitations The kind of transport limitations that prevail depend on the structure of the catalyst layer. If it has insufficient porosity, but a continuous network of polymer electrolyte, it will have severe gas transport limitations, but good proton transport and vice versa. The dominance of one transport limitation, be it proton transport (Sect. 8.2.3.4.3) or oxygen diffusion (Sect. 8.2.3.4.4), results in a logarithmic current–voltage plot with double Tafel slope at large \( j_0 \). The characteristic current densities are \( \sqrt{2\sigma b^*} \) or \( \sqrt{7\sigma} \), respectively, which are both independent of \( I \), demonstrating that in the regime with double Tafel-slope signature the electrode performance is \( I \) invariant.

8.2.3.5 General Performance Characteristics There are new features of performance if both transport limitations are present at the same time. Understanding them takes more effort and a more general consideration, which, however, also leads to clear-cut conclusions on the current–voltage performance and the profile of \( p(\chi) \) and \( j_p(\chi)/j_0 \).

8.2.3.5.1 Basic Regimes of Performance These could be classified subject to the values of the parameter \( g \) [17]: (1) \( g \ll 1 \) (strong oxygen diffusion limitations, fast proton transport), (2) \( g \approx 1 \) (mixed kinetics), (3) \( g \gg 1 \) (fast oxygen diffusion, strong proton transport limitations).

Results for case (2) are shown in Fig. 13. In polarization curves three regimes of current density can be distinguished, which are indicated in Fig. 13(a): (1) the kinetic regime, \( j_0 \ll I \), with a simple Tafel dependence, \( \eta_{\text{kin}} = b \ln(1/j_0) \), determined by the kinetic parameter \( i^* \), (2) the intermediate regime, \( j_0 \approx I \), with a dominating double Tafel-slope behavior \( \eta_{\text{int}} = 2b \ln(1/I) \), (3) the oxygen exhaustion regime, \( j_0 \gg I \), in which all oxygen is consumed in an active sublayer of
thickness \( \delta_{\text{eff}} \), defined in Eq. (79), adjacent to the backing layer. Voltage losses due to proton transport show a characteristic slope proportional to \( 1/\sigma \) in the oxygen depletion regime, incurred in the remaining inactive sublayer. It is to be noted that the distinction of the three regimes of performance is an idealization, since in reality their boundaries can be defined only with a certain tolerance. However, their approximate identification in experimental electrode polarization curves will provide useful estimates of the fitting parameters \( i^*, \sigma, b \).

8.2.3.5.2 Effect of Oxygen Depletion

At various values of \( j_0 \), labeled with dots in Fig. 13(a), local distributions of \( j_p(\chi)/j_0 \) and \( p(\chi) \) are shown in Fig. 13(b) and (c). In the kinetic regime (points 1 and 2) oxygen homogeneously penetrates the whole catalyst layer and reaction rates are
likewise distributed homogeneously. The intermediate regime (points 3 and 4) is characterized by a considerable decrease of $p$ near the membrane. Corresponding distributions of $j_p(\chi)/j_0$ are slightly nonlinear, indicating a modest increase of reaction rates near the backing layer. Nevertheless, in the intermediate regime all the catalyst particles are used for reactions, i.e. there is no definite loss in catalyst utilization. Finally, in the oxygen depletion regime (points 5 and 6) both profiles are strongly nonlinear. In this regime, due to the poor oxygen diffusivity, practically all the supplied $O_2$ is consumed in an active sublayer $(1 - \delta_{\text{eff}}/l) < \chi < 1$, where $\delta_{\text{eff}}$ is inversely proportional to $j_0$ according to Eq. (79). The remaining sublayer on the membrane side is not used for reactions. The electrode potential in the inactive region $0 < \chi < (1 - \delta_{\text{eff}}/l)$ is given by

$$\eta(\chi) \approx \eta_{\chi=1-\delta_{\text{eff}}/l} + \frac{j_0}{\sigma}(1 - \chi - \delta_{\text{eff}}/l)$$

(80)

These voltage losses are most pronounced for low proton conductivity, that is, small $\sigma$. The ohmic contribution ($\propto \sigma^{-1}$) results from a simple fact: if there is a layer close to the membrane with no oxygen, the protons must pass this layer (without any reaction) to reach another layer, close to the backing layer, where there is oxygen to react with. Actually, at current densities $j_0 \geq I$ the catalyst layer performs as if it had one flexible boundary at $\chi = 1 - \delta_{\text{eff}}/l$. While the boundary on one side, $\chi = 1$, remains fixed, the boundary at $\chi = 1 - \delta_{\text{eff}}/l$ moves away from the membrane interface with increasing current density. The electrode potential for $\delta_{\text{eff}} \ll l$ is

$$\eta_0 \approx b \ln \Gamma_c + 2b \ln \frac{j_0}{I} + \frac{j_0}{\sigma} - b \ln \frac{i^*}{I}$$

(81)

with constant $\Gamma_c = \Gamma(\zeta_{\text{eff}} \equiv (\delta_{\text{eff}}/l) (j_0/I))$. Noteworthy, Eq. (81) is a universal asymptotic law at current densities $j_0 \geq 2I$, valid for all values $g$. The current–voltage dependence in this regime, thus, involves a logarithmic term with a double Tafel slope and an ohmic term. The latter contribution becomes dominant for case (3) ($g \gg 1$), which is characterized by prevailing Ohmic losses in the inactive sublayer $(0 < \chi < (1 - \delta_{\text{eff}}/l))$.

Whereas it is intuitively clear that there must be oxygen depletion effects at large current, ad hoc imposition of them is not a safe procedure. For instance Ref. 115, which rests formally on a model with a layout similar to those presented in Refs. 8, 17, presupposes the existence of a limiting current density due to $O_2$-diffusion limitations, assuming at the same time a possibility of unlimited oxygen consumption. To support the high oxygen consumption rate, corresponding to a large fuel cell current density $j_0$, the incoming $O_2$ flux has to be high. As we have explained, this is achieved by the shrinking of the effective thickness $\delta_{\text{eff}}$, at the expense of a smaller reaction-active area and increased ohmic losses in the inactive parts of the layer. But an a priori definition of a limiting current density could be misleading. Oxygen depletion in the inactive parts, taken alone, does not necessarily evoke critical or limiting effects in the current–voltage relations. Such an effect, that is, a strong potential drop across the cathode at a certain current density, arises only if the oxygen depletion caused by slow gas diffusion is accompanied by likewise slow proton transport. The cooperation of both mass transport limitations will cause a large potential drop in the inactive parts of the layer. The concerted nature of this effect is illustrated below in Figs. 16 and 17.
We see that a drastic increase in voltage losses appears at a certain current density, but only for the case of poor proton conductivity.

8.2.3.5.3 Optimum Thickness The thickness dependence of the performance characteristics can be analyzed generally in terms of the scaling properties of Eqs. (54–56) with respect to \( l \), cf. Sect. 8.2.3.4.1. Consider a catalyst layer of thickness \( l \) at a reference current density \( j_0 \). Equation (59) shows that the adjustment to a new thickness \( \tilde{l} = \kappa l \) at a simultaneous change of \( \tilde{j}_0 = j_0/\kappa \) results in a potential shift by \( \Delta \eta = -2b \ln \kappa \). If the performance in the original system with thickness \( l \) were given by \( \eta_0(j_0) = 2b \ln (j_0/\sqrt{T_i^*}) \), the rescaled system (indicated by \( \sim \) ) will exhibit the following performance

\[
\tilde{\eta}_0(\tilde{j}_0) = 2b \ln \left( \frac{j_0}{\sqrt{T_i^*}} \right) - 2b \ln \kappa
\]

\[
= 2b \ln \left( \frac{j_0}{\kappa \sqrt{T_i^*}} \right)
\]

\[
= 2b \ln \left( \frac{j_0}{\sqrt{T_i^*}} \right) = \eta_0(j_0) \quad \text{(82)}
\]

Thus, the electrode potentials \( \eta_0 \) and \( \tilde{\eta}_0 \) are identical functions of the current density in the original system (thickness \( l \) ) and in the rescaled system (thickness \( \tilde{l} = \kappa l \) ).

If the performance is determined by \( \eta_0(j_0) = b \ln (j_0/i^*) \) the rescaling procedure will give

\[
\tilde{\eta}_0(\tilde{j}_0) = \eta_0(j_0) - b \ln \kappa \quad \text{(83)}
\]

Thus, the electrode potential in the rescaled system is given by the one in the original system plus a constant shift by \( -b \ln \kappa \).

In other words, in the kinetic regime with a predominant simple Tafel dependence a change in \( l \) by a factor of \( \kappa \) shifts polarization losses by \(-b \ln \kappa \). \( i^* \) is the most important parameter here, and a larger active surface due to increased thickness improves the performance.

In the intermediate regime the dominating contribution to \( \eta_0 \) is a \( 2b \ln (j_0/\sqrt{T_i^*}) \) term, and, thus, as demonstrated in general terms, the electrode potential is almost \( l \) independent. The catalyst layer thickness could be varied without having to pay a penalty in electrode potential.

In the oxygen depletion regime, an ohmic contribution to electrode potential appears in addition to the \( 2b \ln (j_0/\sqrt{T_i^*}) \) term. This contribution could be dominant for small \( \sigma \). The effect of thickness in this regime is given by

\[
\tilde{\eta}_0(\tilde{j}_0) = \eta_0(j_0) + (1 + \kappa) \frac{\tilde{j}_0}{\sigma} \quad \text{(84)}
\]

Evidently, the best compromise between performance losses incurred by the reaction kinetics on the one hand and transport limitations on the other hand, is realized in the intermediate regime. Hence, for a fixed composition and specified target current density \( j_0 \) (or \( j_0 \) interval) there is an optimum thickness \( l_{opt} \). The same layer may be too thin in the kinetic regime, whereas it may be too thick, when operated in the oxygen depletion regime.

This thickness paradigm, just explained, is visualized in Fig. 14. For a definite electrode composition the optimum current density range (intermediate regime) can be identified by checking the correspondence of the polarization curve to the double logarithmic law \( 2b \ln \left( j_0/\sqrt{T_i^*} \right) \). Once the limits on \( j_0 \) for which this correspondence holds are known, one can draw the phase diagram by using the fact that
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Fig. 14 Phase diagram, which indicates the thickness that a catalyst layer of certain composition should have in order to perform in the intermediate regime (the region between the solid lines, which corresponds to minimal overvoltage losses). $\kappa$ is the factor of thickness rescaling relative to the reference thickness $\ell$ ($\tilde{\ell} = \kappa \ell$). In the kinetic regime voltage losses could be reduced by increasing $\ell$. In the oxygen depletion regime reduction of $\ell$ will reduce mass transport losses and thereby improve performance.

these limits vary inversely proportional to the electrode thickness, subject to the invariance properties of Eqs. (54–56). For instance, at the reference thickness $l$ the electrode with the phase diagram depicted in Fig. 14 performs best in the current density range $0.5 < (j_0/I) < 1.0$, where $I = 4FP_{O_2}D/RTl$. A smaller current will ask for a larger optimum thickness, as evident from Fig. 14.

Consider, for example, a catalyst layer with thickness $l = 10 \mu$m and $I = 1 \text{ A cm}^{-2}$ (corresponding to $D \approx 10^{-4} \text{ cm}^2\text{s}^{-1}$ at $T = 300 \text{ K} P_{O_2} = 1 \text{ atm}$), which obeys the phase diagram in Fig. 14 (at defined composition). The optimum current density range of operation for this electrode would be $0.5 – 1.0 \text{ A cm}^{-2}$. If, however, for example, for reasons of maximum efficiency, the target current density of fuel cell operation is $0.25 \text{ A cm}^{-2}$ then the electrode thickness should be increased to at least $l = 30 \mu$m. This would mean that (since composition is kept fixed) the material costs of the catalyst layer would increase as well by a factor of 3. It is thus obvious that a phase diagram of the catalyst layer is a powerful tool for a rational choice of the optimal thickness of the layer.

8.2.3.6 Composition Dependence

In Sect. 8.2.3.5 we have discussed how for the given parameters that characterize ionic transport, gas transport, and reactivity of the catalyst layer, and a specified target current density, one can choose the layer thickness, which provides minimal voltage losses. The parameters, however, depend on composition, which can be varied to optimize the performance. By composition one may imply the chemical composition of the components. Such variation is a subject of material chemistry. Here we will discuss only the variation of the relative amounts of the distinct components (carbon, Pt, PFSI, PTFE) which is a subject of physics of composites.

In spite of the widely recognized importance of an advanced catalyst layer design, detailed structural data for catalyst layers are still scarce in the open literature on fuel cells [116, 117]. In one of the rare experimental studies, Uchida et al. showed the effect of the variation of the PFSI (and PTFE) content on catalyst layer performance [101]. An attempt to rationalize the experimentally observed composition dependence theoretically was first undertaken in Ref. 17. The prerequisites for an adequate theoretical study
are appropriate parameterizations of proton conductivity, oxygen diffusivity, and electrochemically active surface area as functions of the composition. Compared to the initial parameterizations suggested, upgraded versions will be discussed here. The parameterizations in Ref. 17 were based on the two-phase balance of electrolyte and gas pores within the preformed void space left open by the carbon/catalyst phase. In contrast to that, the parameterizations considered here are based on the full balance between varying volume portions of all three components (electrolyte portions, carbon/catalyst phase, and pores).

8.2.3.6.1 Percolation Properties

The problem of the distribution of the catalyst layer components refers to the class of percolation problems, cf. [91, 118]. Percolating pathways must span through the carbon/catalyst phase, open pore space, and electrolyte network in order to provide an adequate supply of all the reactants and removal of the products. The physics of percolation of GDEs has quite a long history (see Ref. 105 and the literature quoted therein). We will consider here much simpler, “integral” concepts, which are quite lessening for the first acquaintance. We also restrict our discussion to the case that the electronically conductive (carbon/catalyst) phase lies above the corresponding percolation threshold. It thus provides a high electronic conductivity and corresponding ohmic losses are negligible.

The percolation threshold is denoted as $X_c$. It depends on structural properties of the composite. For densely packed composite structures one finds $X_c \approx 0.19$ (for the site percolation) [91]. Weakly interconnected random packings or pore spaces like those resembling a regular diamond lattice have larger values of $X_c$. The volume portions of the different components are denoted as $X_m$ (metal phase) and $X_{el}$ (electrolyte). The volume portion of the remaining pore space is thus given by $(1 - X_m - X_{el})$. The values of percolation threshold lower than 1/3 give an option of percolation through each of the three components. As it was recently shown [119], the particle size distribution can dramatically diminish the percolation threshold, because smaller particles build bridges in the voids among larger particles of the same sort, which increases connectivity of the network of the given sort of particles.

The law of diminishing is, roughly, given by equation

$$X_{c}^{\text{poly}} = \frac{X_{c}^{\text{mono}}}{(1 + \Delta/4)}$$

Here $X_{c}^{\text{poly}}$ and $X_{c}^{\text{mono}}$ are the percolation thresholds in, respectively, a polydisperse and a reference monodisperse system, whose particle size is equal to the mean particle size in the polydisperse system. $\Delta$ characterizes dispersion,

$$\Delta = \frac{\langle r^4 \rangle}{\langle r^2 \rangle^2} - 1$$

($\langle r^2 \rangle$ is the mean square radius of the particles), and Eq. (85) is valid for moderate dispersion, $\Delta < 4$. For more details, the reader is referred to Ref. 119, but its main message for us here is that the percolation threshold can easily become as small as 0.1 in dense polydisperse composites or assemblies of soft particles.

Based on these definitions the proton conductivity of the layer is often parameterized as

$$\sigma(X_{el}) = \sigma_s \frac{(X_{el} - X_c)^T}{(1 - X_c)^T} \Theta(X_{el} - X_c)$$

(87)
where $\sigma_s$ is the bulk-electrolyte conductivity and $\tau$ is the critical exponent. $\Theta$ is the Heaviside step function, which accounts for zero conductivity below the percolation threshold. Near the percolation threshold critical exponents are universal, that is, independent of the structure of the composite material, but they depend on the dimensionality of the system. In three dimensions $\tau \approx 2$ [91, 118]. Strictly speaking this expression and its universality hold only close to the percolation threshold, but in 3d densely packed lattices it appears to work, empirically, almost in the full range of concentrations, except for the close proximity of $X_{el} = 1$. The latter is, however, not an interesting region for us, because full occupation of the composite by one component will ruin the connectivity in the networks of the other two components, and no one should fabricate such catalyst layers.

Less straightforward than the parameterization of conductivity is the one of oxygen diffusivity. The main pathways of O$_2$ supply run through the open pore space, in which they exhibit percolation-type dependence. However, there is also a residual O$_2$ diffusivity through the polymer material, and through nanopores between the carbon/catalyst grains, which are impenetrable for the polymer material. An appropriate parameterization of the diffusivity parameter, introduced in Eq. (42) is, therefore, given by

$$I(X_{el}) = I_s \left[ (1 - \chi_d) \theta(1 - X_{el} - X_m - X_c) \right. \\
\left. \times \left( \frac{1 - X_{el} - X_m - X_c}{1 - X_c} \right)^\nu + \chi_d \right] \quad (88)$$

$I_s$ is the diffusion parameter in the absence of any network constraints, say the one at very high porosity. The exponent $\nu$ here can not be exactly the same as in Eq. (78), but we will take the same value for simplicity. The parameter $\chi_d$ accounts for the residual gas transport through short “necks” of membrane material. At high residual diffusivity, that is, $\chi_d \approx 1$, the diffusion coefficients would not depend on composition. There are a number of purely empirical approximations for gas diffusivity of the porous layers [80, 88], but we will use Eq. (88) for qualitative estimates.

For the exchange current density it is logical to adopt a parameterization, which rests on the theory of active bonds in dual porous composite materials [120]

$$i^* = \bar{i}^*_s \bar{P}(X_{el}) \bar{P}(X_m) \left[ (1 - \chi_{ec}) \right. \\
\left. \times \left( 1 - \left[ 1 - \bar{P}(1 - X_{el} - X_m) \right]^M \right) \\
+ \chi_{ec} \left[ 1 - \bar{P}(1 - X_{el} - X_m) \right]^M \right] \quad (89)$$

Here, $\bar{i}^*_s$ is the total exchange current density (in A cm$^{-2}$), proportional to the optimum surface area of all catalyst particles at densest packing of carbon/catalyst particles. It thus, involves, as a factor, the maximum real-to-apparent surface area ratio with typical values 200–400 [121]. The real exchange current density, $i^*$, involves the reduced real-to-apparent surface area ratio, corresponding to the electroactive fraction of the catalyst surface at random composition, which is obtained subject to the following criteria. The factor $P(X_{el})P(X_m)$ in Eq. (89) takes into account the probability to obtain a meeting point between a carbon/catalyst and an electrolyte particle with both of them connected to their corresponding infinite clusters. $P(X)$ is the density of an infinite cluster of a percolating component, for which one may use a fitting approximation [120],

$$P(X) = \frac{X}{[1 + \exp(-a(X - X_c))]^b} \quad (90)$$
With $a = 53.7$ and $b = 3.2$, Eq. (90) reproduces well experimental and simulation data for face centered cubic (fcc) lattice (with no claim on reproduction of critical exponent at the percolation threshold); for other structures the parameters could be different. The first term in curly brackets in Eq. (89) takes into account the probability that the two particles have at least one pore as their bond neighbor that belongs to the infinite pore network, cf. [120]. The parameter $M$ is the average number of bond neighbors (for fcc lattice $M = 4$).

Bonds that are not connected to the infinite cluster of pores can still exhibit a residual electroactivity since they are not entirely disconnected from the oxygen supply. Indeed, usually, there is a continuous pathway through small voids between even densely packed particles; furthermore, oxygen is able to pass the short tracks without voids through the PEM component. This is taken into account by the second term in the curly brackets of Eq. (89). The parameter $\chi_{ec}$ accounts for this opportunity, provided by the effect of residual diffusivity of oxygen. A large residual diffusivity ($\chi_d \approx 1$) will make the requirement of accessibility to the infinite gas pore cluster redundant, thus giving $\chi_{ec} = 1$. For small residual diffusivities ($\chi_d \approx 0$), $\chi_{ec}$ will also be small, $\chi_{ec} \approx 0$, since reactions will predominantly take place at the fraction of electroactive meeting points that fulfill the requirement of connectivity to the infinite gas pore cluster. The relative importance of gas phase diffusion and accessible three-phase boundary will also depend on electrode thickness. With decreasing thickness, mass transport limitations will be less important, corresponding to larger values of $\chi_{ec}$. For thickness of about 100 nm, $\chi_{ec} \approx 1$.

The inclusion of the residual diffusivity via the “switch parameter” $\chi_{ec}$ (which may be called a coefficient of residual electroactivity) in Eq. (89) is an interpolation formula. A rigorous treatment would have considered the two contributions to current generation separately, namely, solving the corresponding separate sets of Eqs. (54–56). The first set should involve
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8.2.3.6.2 Composition-dependent Performance

Polarization curves of catalyst layers at varying compositions are shown in Fig. 16, using composition dependencies as depicted in Fig. 15 and $i^* = 10^{-7}$ A cm$^{-2}$, $I_s = 1$ A cm$^{-2}$, $b = 30$ mV ($n_l = 1$, $a_c = 1$), $\sigma_s b = 1$ A cm$^{-2}$, and $\sigma_b = 1$ A cm$^{-2}$.
\( \chi_d = 0.01 \), and \( \chi_{ec} = 0.01 \). The curves demonstrate that upon increasing \( j_0 \) better performance will be obtained with larger electrolyte content. The larger electrolyte volume portions reduce ohmic losses in the layer and thereby improve the performance at large current densities. For increased ratio \( I_s/\sigma_s b \) the best performance will be achieved with larger \( X_{el} \), since proton conductivity becomes the rate-determining process. If \( I_s/\sigma_s b \) becomes large enough so that sufficient oxygen supply is warranted independent of the percolation properties, the optimum performance will be obtained for \( X_{el} = 1 \), i.e. we do not need a dual porous composite. This, of course, does not correspond to the real situation, unless ultralow thicknesses (\( l \approx 100 \text{ nm} \)) are considered. For small residual diffusivity, that is, small \( \chi_d \), the optimum performance will be obtained at smaller \( X_{el} \).

In Fig. 17 the calculated composition-dependent current–voltage plots of the CCL are compared with experimental fuel cell data by Uchida et al.\,[101] The parameters used in the model are \( i^* = 10^{-7} \text{ A cm}^{-2} \), \( I_s = 1.2 \text{ A cm}^{-2} \), \( \sigma_s b = 1.2 \text{ A cm}^{-2} \), \( b = 30 \text{ mV} \) and \( \chi_d = 0.01 \) and the fuel cell voltage is given by

\[
U_{fc} = 1.23 \text{ V} - \eta_0 (j_0) - 0.1 \frac{\text{cm}^2}{S} j_0 \quad (91)
\]

where the open-circuit potential is \( \approx 1.23 \text{ V} \) under ambient conditions. The last term on the rhs accounts for overvoltage losses incurred by the membrane (Flemion\(^\text{B} \), 100 \( \mu \text{m} \) thick, conductivity 0.1 S cm\(^{-1} \), no dehumidification, cf. Sect. 8.2.2). Anode losses are neglected. The relation between electrolyte weight content \( \mu_{\text{PFSI}} \) (in mg cm\(^{-2} \)) and volume portion, \( X_{el} \), is approximated by \( X_{el} = (0.5 \text{ mg}^{-1} \text{ cm}^2) \mu_{\text{PFSI}} \).

\[ \begin{align*}
0.1 \text{ mg cm}^{-2} & , \quad 0.6 \text{ mg cm}^{-2} \quad \Delta \quad 1.0 \text{ mg cm}^{-2} \\
\end{align*} \]

**Fig. 17** Comparison of the model calculations with experimental data by Uchida et al.\,[101, 102]. Current–voltage plots for the fuel cell (including voltage losses due to membrane and cathode catalyst layer). The fits are obtained with the percolation properties of Fig. 15, and \( I_s = \sigma_s b = 1.2 \text{ A cm}^{-2} \), \( i^* = 10^{-7} \text{ A cm}^{-2} \), \( b = 30 \text{ mV} \). A linear relation between PFSI content \( \mu_{\text{PFSI}} \) and \( X_{el} \) was used, \( X_{el} = (0.5 \text{ mg}^{-1} \text{ cm}^2) \mu_{\text{PFSI}} \).
We see that the main experimentally observed trends are reproduced within the percolation approach. At $j_0 > 0.2 \text{ A cm}^{-2}$ the optimal electrolyte content is 1.0 mg cm$^{-2}$. At small current densities, electrodes with reduced electrolyte content can give slightly better performance. For the smallest electrolyte content of 0.1 mg cm$^{-2}$, insufficient proton conductivity leads to electrode failure at $j_0 \approx 0.2 \text{ A cm}^{-2}$. The deviation between experimental data and calculated curves at $j_0 > 0.6 \text{ A cm}^{-2}$ is probably due to deficient water management in the experimentally studied cell, which leads to electrode flooding, a phenomenon that is not considered in the current model.

### 8.2.3.6.3 Optimum Composition

Theory predicts that the optimum current–voltage performance is obtained with $\sim 33$ vol% of ionomer, as validated by experiments [122, 123]. The optimum catalyst utilization is, however, found with $\sim 50$ vol% of ionomer, as can be seen in Fig. 15. This discrepancy is due to nonoptimal gas diffusion. Facilitating oxygen diffusion would bring the two optima together. As mentioned before, a result of the statistical theory is that the maximum catalyst utilization does not exceed $\sim 40\%$.

The theory was also used to explore novel design ideas. It was predicted that functionally graded layers with enhanced ionomer content near the membrane interface and correspondingly reduced ionomer content near the GDL side would result in better performances compared to standard CCLs with uniform composition [122]. This prediction was recently verified in experiment [123]. Correspondingly, fabricated catalyst layers with a three-sublayer structure result in enhancements of fuel cell voltage by $\sim 5–10\%$.

### 8.2.3.6.4 Effectiveness Factor of Single Agglomerates

Macrohomogeneous electrode theory, described so far, has been successfully explored in fuel cell diagnostics and optimization [17, 122–126]. Nowadays, finer details of structure and electrocatalytic mechanisms in CLs and model nanoparticle electrocatalysts are moving into focus [127].

The three-phase boundary, prescribing exclusive locations at which reactions proceed, is well defined in regular composite media, as encountered more genuinely in SOFC anodes [120, 128]. In CCLs of PEFCs it cannot be defined precisely, as indicated in Fig. 11(b). Here, catalyst particles acquire individual activities depending on their immediate environment.

It is rather useful to consider agglomerates as structural units of CCLs, cf. Fig. 11(b). Ionomer molecules in micropores could act as binder. Bulky ionomer on the agglomerate surfaces is the proton conductor. Ideal locations of catalyst particles are at the true three-phase boundary between gas pores, bulky ionomer, and Pt/C phase (highlighted by the red star in Fig. 11(b)). How active are catalyst particles at some distance away from this ideal spot, for instance, at the three points indicated by yellow stars in Fig. 11(b)? For each of these points, the contact to gas phase, proton-conducting electrolyte phase or both of these, are impaired. A recent model of performance at the single agglomerate level revealed that the effectiveness of catalyst utilization depends strongly on composition and size of agglomerates and the local operation conditions (electrode potential, concentrations) [129]. Distributions of reactant concentrations, protons, electrode potential, and resulting reaction rates are obtained from solving diffusion and Poisson–Nernst–Planck equations with the Butler–Volmer equation as
a sink term. Corresponding effectiveness factors were found to vary between 30 and 100%. It is vital that micropores inside agglomerates are filled with liquid water in order to keep Pt particles active. What is interesting in this model is the ambivalent role of the potential $\phi_{el}$ in the liquid water phase. Protons diffuse through water-filled pores from the surface of the agglomerate toward the center. Under stationary conditions, a gradient $\phi_{el}$ is established in order to counterbalance the diffusive proton flux by migration. Therefore, $\phi_{el}$ increases from the agglomerate surface toward the center. At the same time, $\phi_{el}$ is the driving force for the electrochemical reaction. The variation of $\phi_{el}$ could, thus, be rather beneficial in view of achieving uniform distributions of reaction rates.

8.2.3.7 Complex Impedance

An important supplementary tool for performance analysis of PEFC electrodes is the study of the complex impedance, as it provides a tool to monitor changes of electrode function upon variation of its composition. It can help to detect in real time the structural changes due to spontaneous or current-induced repartitioning of the elements of the porous dual percolation network, that could lead to phase segregation and catalyst layer degradation.

The power of electrochemical impedance spectroscopy (EIS) is well acknowledged and widely used in various systems [130, 131]. The history of impedance of porous, distributed electrodes in liquid electrolytes goes back to the early 1960s (see Refs. 132, 133), and some later works [134, 135]. In the context of accumulators, interpretation of electrode impedance was already long ago considered as a promising way to acquire information on the current state of the electrodes [136]. The same refers to the study of corrosion [137, 138]. Nowadays, regular conferences on EIS cover multifarious realms of applications [139, 140].

The potential benefit of impedance studies of porous GDEs for fuel applications has been stressed in Refs. 141, 142. A detailed combined experimental and theoretical investigation of the impedance response of PEFC was reported in Ref. 143. Going beyond these earlier approaches, which were based entirely on numerical solutions, analytical solutions in relevant ranges of parameters have been presented in Ref. 144 which are convenient for the treatment of experimental data. It was shown, in particular, how impedance spectroscopy could be used to determine electrode parameters as functions of the structure and composition. The percolation-type approximations used in Ref. 144, were, however, incomplete, having the same caveats as those used in Ref. 17. Incorporation of the refined percolation-type dependencies, discussed in the previous section, reveals effects due to varying electrode composition and, thus, provides diagnostic tools for optimization of the catalyst layer structure.

8.2.3.7.1 Basic Relations

In order to obtain the complex impedance response of the catalyst layer, the general model, outlined in Sect. 8.2.3.2, has to be amended by the process of double-layer charging in Eq. (45) or (46).

$$\frac{\partial j_p(x, t)}{\partial x} = - J(x, t) - C_{dl}(\eta) \frac{\partial \eta(x, t)}{\partial t}$$ (92)

Here $J(x, t)$ is the rate of current generation which is either given by the RHS of Eq. (45) or (46), and $C_{dl}$ is the double-layer capacitance per unit volume of the distributed electrode. In other words, it is the capacity per unit surface area of the contact between the metal and electrolyte...
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normalized to the density of such contributions along the coordinate $\chi$. The capacitance per unit surface area could be whatever it should be for that complex interface, including possible constant phase element [130]; the simplest but certainly oversimplified estimate is given by linear Gouy–Chapman theory [145]. Then

$$C_{dl} = \varepsilon \varepsilon_0 \frac{S_{dl}}{\delta_{dl}},$$

(93)

$S_{dl}$ is the specific area (per unit volume) of the interface between carbon/catalyst and electrolyte. $\delta_{dl}$ is the thickness of the double layer of mobile protons and $\varepsilon$ is the dielectric constant of the medium in the double layer ($\varepsilon \approx 2–5$). Within the linear Gouy–Chapman model, neither $\varepsilon$, nor $\delta_{dl}$ depend on $\eta$. If electrostriction effects on the catalyst layer are ignored, $S_{dl}$ neither depends on $\eta$, being a constant over the sample. Hereafter, we will adopt the approximation of potential independent $C_{dl}$. Such a continuous electrical network of the catalyst layer can also be mimicked by a discrete transmission line equivalent circuit. The corresponding Kirchhoff equations of the discrete model are reduced to the above given equations in the continuum limit.

In general, the inclusion of the double-layer charging effects makes it more cumbersome to obtain analytical expressions. In the following only an outline of the solution and a few characteristic expressions will be presented (for details see Ref. 144).

In the stationary problem it is possible to obtain analytical solutions in certain limiting cases, when one of the transport processes causes only negligible losses. These analytical stationary solutions form the basis for the calculation of the dynamic response.

Analytical solutions of the stationary problem for the case of vanishing oxygen transport limitations are given by Eq. (50) in the linear regime of small electrode potentials and by Eqs. (65) and (66) in the Tafel regime. We discuss now the corresponding dynamic response to sinusoidal signals with frequency $\omega$ and small amplitude compared to $b$.

**Linear regime:** In the small electrode potential regime the complex impedance is

$$Z(\omega) = \frac{1}{\omega_p} \left( 1 + \frac{\omega}{\omega_p} \right)^{-1/2} \times \coth \left( \frac{I}{\lambda} \left( 1 + \frac{\omega}{\omega_p} \right)^{1/2} \right),$$

(94)

where $I = \sqrt{-1}$ denotes the imaginary unit and $\omega_p$ is the characteristic frequency

$$\omega_p = \frac{\omega^*}{bC_{dl}}.$$  

(95)

Simple algebraic manipulations of Eq. (94) will give the expression $Z(\omega)$ that was obtained in Ref. 144.

**Tafel regime:** In order to calculate the dynamic response to a small perturbation ($\delta\eta, \delta j$) at the working point ($\eta_0, j_0$), the complex signals are split into their stationary and dynamic parts in Fourier space,

$$\eta(\chi, \omega) = \eta(\chi) + \delta\eta(\chi, \omega)$$

and 

$$j_p(\chi, \omega) = j_p(\chi) + \delta j_p(\chi, \omega).$$

(96)

Restriction to linear response requires $\delta\eta/b < 1 (b \approx 30–50 \text{ mV})$, resulting in

$$\exp \left( \frac{\eta(\chi) + \delta\eta(\chi, \omega)}{b} \right) \approx \exp \left( \frac{\eta(\chi)}{b} \right) \left( 1 + \frac{\delta\eta(\chi, \omega)}{b} \right).$$

(97)

The stationary solution at the working point is used in the Fourier transforms of Eqs. (43) and (92). Subtracting the stationary parts from these equations gives
equations on the dynamic response,
\[ \frac{d(\delta \eta)}{d \chi} = -\frac{1}{\sigma} (\delta j_p) \] (98)
\[ \frac{d(\delta j_p)}{d \chi} = -\left(\frac{i^*}{b} \exp\left(\frac{\eta(\chi)}{b}\right) + i \omega C_{dl}\right) (\delta \eta) \] (99)

The substitution of \( \eta(\chi) \) from Eq. (65) gives
\[ \frac{d^2(\delta \eta)}{d \chi^2} = \frac{l^2}{L_p(\eta_1)} \times \left(\cos^{-2}\left(\frac{l}{\sqrt{2}L_p(\eta_1)}(1 - \chi)\right) + 1\right) \] (100)

The definitions used here are
\[ L_p(\eta_1) = \frac{l_p}{\sqrt{\alpha_c} \sigma_p} \exp\left(-\frac{\eta_1}{2b}\right) \] (101)
\[ \Omega_p(\eta_1) = \alpha_c \omega_p \exp\left(\frac{\eta_1}{b}\right) \] (102)

A simple analytical solution can be obtained, when the renormalized reaction-penetration depth \( L_p \) is large compared to \( l \). Indeed, for this case the variation of \( \eta(\chi) \) with \( \chi \) can be neglected, that is, the electrolyte phase in the electrode is equipotential. Therefore, the dynamic response in the Tafel regime is given by a similar expression as in the linear regime,
\[ Z(\omega) = \frac{1}{\Sigma_p} \left(1 + \frac{\omega}{\Omega_p}\right)^{-1/2} \times \coth\left(\frac{l}{L_p} \left(1 + \frac{\omega}{\Omega_p}\right)^{1/2}\right) \] (103)

however, with renormalized penetration depth \( L_p \), (cf. Eq.(101)) characteristic frequency \( \Omega_p \), (cf. Eq.(102)) and conductance \( \Sigma_p = \sqrt{\alpha_c} \sigma_p \exp\left(\frac{\eta_1}{2b}\right) \) (104)

Due to the exponential acceleration of the reaction rate with electrode potential, the penetration depth decreases, whereas the characteristic frequency as well as the effective electrode conductivity increase exponentially.

The spatial variation of the stationary electrode potential, \( \eta(\chi) \), is small, as long as \( L_p > 2l \). Therefore, the validity criterion of Eq. (103) is
\[ 2b < \eta_1 < 2b \ln \left(\sqrt{\alpha_c} L_p \right) \] (105)

If \( \eta_1 \) exceeds this interval, the spatial dependence of \( \eta(\chi) \) cannot be neglected. In this case the solution of Eq. (100) leads to a hypergeometric equation, which, due to its complexity, is not shown here.

At \( \omega = 0 \) the real differential resistance of the layer is recovered (cf. Eq. 51),
\[ \Re_{\text{diff}} = \frac{1}{\Sigma_p} \coth\left(\frac{l}{L_p}\right) \] (106)

Several approximations for the calculation of the effect of \( \text{O}_2 \)-transport limitations on the complex impedance response of the electrode have been studied [144]. In one of these approximations, only oxygen diffusion limitations were considered, whereas proton transport limitations were neglected (equipotential electrolyte phase), cf. Sect. 8.2.3.4.4. The stationary solution for this case provides the definition of a gas-diffusion-limited reaction-penetration depth,
\[ \delta_{\text{eff}} = \sqrt{\frac{T}{i^*}} \exp\left(-\frac{\eta_0}{2b}\right) \] (107)
as discussed in Sect. 8.2.3.4.4 (cf. Eq. 79).
In the second approximation, both kinds of transport limitations were taken into account in the dynamic equations, but they are considered to be still small enough to ignore spatial dependencies in the stationary parts. Here, in the zero frequency limit the differential resistance is given by similar expressions for \( I \gg \sigma b \) (cf. Eq. 51)

\[
\Re_{\text{diff}} \approx \frac{b}{\sqrt{\sigma b i^*}} \exp \left( -\frac{\eta_0}{2b} \right) \coth \left( \frac{l}{L_p} \right)
\]  

(108)

and for \( I \ll \sigma b \)

\[
\Re_{\text{diff}} \approx \frac{b}{\sqrt{\sigma b i^*}} \exp \left( -\frac{\eta_0}{2b} \right) \coth \left( \frac{l}{\delta_{\text{eff}}} \right)
\]  

(109)

Note that the replacement \( \sigma b \leftrightarrow I \) transforms Eq. (101) into Eq. (107) and Eq. (108) into Eq. (109), emphasizing similar impacts of proton and oxygen transport limitations.

The most accurate solution, which does not use any of the aforementioned approximations, can be obtained only numerically; it utilizes the first-order expressions for the spatial variations of the stationary parts of local electrode potential, \( \eta(\chi) \), as well as local oxygen partial pressure, \( p(\chi) \). These solutions will not be reproduced here. Instead this section will be concluded with a discussion of limiting frequency and thickness regimes, exemplifying the possible use of impedance spectroscopy for catalyst layer diagnosis.

All the approximate analytical expressions that were considered in Ref. 144 give the best results when transport limitations can be considered as insignificant for the stationary electrode performance, corresponding to large renormalized characteristic lengths as compared to the electrode thickness, \( \delta_{\text{eff}}, L_p \geq 2l \). These conditions are most likely to be realized at small current densities.

### 8.2.3.7.2 Limiting Regimes

**High-frequency limit, \( \omega \gg \Omega_c \).** In this regime, the complex impedance has a linear branch at an angle of 45° in the Cole–Cole representation, which is prescribed by

\[
Z(\omega) = \sqrt{\frac{1}{\sigma C_{\text{dl}}} \omega^{-1/2} \frac{\sqrt{2}}{2}(1 - l)}.  
\]  

(110)

Here, the impedance response is independent of the working point, and the frequency dependence is determined solely by the material parameters of the composite. For \( I \ll L_p \), the linear branch appears only at frequencies \( \omega > (\sigma / C_{\text{di}}) \). Double-layer charging and proton transport dominate the overall electrode response in this regime, whereas Faradaic processes are insignificant due to the high frequencies. An equivalent representation of this system is an RC-transmission line [130]. Since no fractality or branching of the network is assumed, the response resembles that of a Warburg impedance with a characteristic proportionality \( Z \propto \omega^{-1/2} \), where the proportionality constant in Eq. (110) is a characteristic function of the composition. This proportionality constant could be determined in a plot of \( |Z| \) versus \( \omega^{-1/2} \). Therefore, if \( \sigma \) were known from independent ex situ conductivity measurements or from theoretical considerations based on percolation theory, \( C_{\text{di}} \) could be inferred from this kind of plot (or vice versa). Important conclusions may be drawn about the distribution of electrolyte and its effect on performance. A frequency-dependent penetration depth of the sinusoidal signal can be defined by

\[
\lambda(\omega) = \sqrt{\frac{\sigma}{\omega C_{\text{di}}}} l
\]  

(111)

Poor proton conductivity will give a small value of this penetration depth. This will
cause the response given by Eq. (110) to be more pronounced in the impedance spectra.

In the case where only oxygen diffusion transport limitations are considered and proton transport limitations are neglected, the linear impedance response prescribes a perfect semicircle in the complex plane without showing a linear branch in the high-frequency limit. The response given by Eq. (110) is, thus, an exclusive feature of proton transport limitations, which, thereby, provides a feasible tool for their characterization.

Low frequency limit, \( \omega \ll \Omega_p \). In this regime, a Taylor expansion in Eq. (103) gives

\[
Z(\omega) = \mathfrak{R}_{\text{diff}} \left( 1 - A \left( \frac{l}{L_p} \right) \left( \frac{\omega}{\Omega_p} \right)^2 \right) - i \frac{\omega}{\Omega_p} B \left( \frac{l}{L_p} \right)
\]

with

\[
A(\xi) = \frac{1}{2} \left\{ \frac{3}{4} + 2\xi \frac{3/2 + \xi \coth(\xi)}{\sinh(2\xi)} \right\}, \\
B(\xi) = \frac{1}{2} \left\{ 1 + \frac{2\xi}{\sinh(2\xi)} \right\}, \quad \xi = l/L_p.
\]

This asymptotic expansion forms a part of a semicircle in the complex plane of a Cole–Cole plot. This kind of response indicates charge-transfer limitations, bypassed through the double-layer charging. The center of the semicircle is located on the real axis at

\[
M = \mathfrak{R}_{\text{diff}} \left( 1 - B^2 \frac{1}{2A} \right)
\]

and its radius is given by

\[
R = \frac{\mathfrak{R}_{\text{diff}} B^2}{2A}
\]

For \( L_p/l \gg 1 \) the limitations due to proton transport are practically absent and the impedance response forms a perfect semicircle in the Cole–Cole representation with \( M = R = \mathfrak{R}_{\text{diff}}/2 \), due to the parallel processes of charge-transfer and double-layer charging, which are distributed homogeneously within the layer. The frequency in the turning point of the semicircle is \( \approx \Omega_p \), the approximation being the better the larger the ratio \( L_p/l \). For \( L_p/l \approx 1 \) the error of this estimate is about 10%.

The linear response to a small perturbation in the Tafel regime is characterized by the renormalized values \( L_p, \Omega_p, \) and \( \Sigma_p \). Close to the lower boundary of the potential range, specified in Eq. (105), the penetration depth \( L_p \) will be large compared to the electrode thickness. With the increase of the electrode potential, however, \( L_p \) decreases exponentially, while \( \Omega_p \) increases exponentially. Once \( L_p \) approaches \( l \), the differential electrode resistance takes the form

\[
\mathfrak{R}_{\text{diff}} \approx \frac{1}{\sqrt{\alpha_c \sigma_p}} \exp \left( -\frac{\eta_1}{2b} \right)
\]

that is, the Tafel slope doubles if proton transport limitations become as important as kinetic losses.

Thus, the graphical representation of impedance spectra provides definite tools for the determination of catalyst layer parameters via the identification of the linear branch in the high-frequency limit and the branches of semicircular character.

In Fig. 18 composition-dependent impedance spectra are depicted. Catalyst layer properties have been parameterized as functions of the composition as described in Sect. 8.2.3.6.1. For the double-layer capacitance a parameterization in the form

\[
C_{dl} = C_{dl}^0 P(X_{el}) P(X_m)
\]
8.2 Physical Modeling of Fuel Cells and their Components

Fig. 18 Composition-dependent impedance spectra at \( j_0 = 0.01 \text{ A cm}^{-2} \). The plotted spectra are calculated from Eq. (103). For high electrolyte contents, \( X_{el} > 0.3 \), Eq. (92) gives good results. The reference parameters used are \( b = 30 \text{ mV}, i^* = 10^{-7} \text{ A cm}^{-2}, \sigma_s = 20 \text{ S cm}^{-2}, \) and \( l = 10 \mu\text{m} \). The percolation relations depicted in Fig. 15 control composition dependence.

<table>
<thead>
<tr>
<th>( X_{el} )</th>
<th>( \eta_i )</th>
<th>( \eta_0 )</th>
<th>( L_p/l )</th>
<th>( L_p/l )</th>
<th>( \Omega_c ) s(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.15</td>
<td>0.225</td>
<td>0.248</td>
<td>18.3</td>
<td>0.60</td>
<td>902</td>
</tr>
<tr>
<td>0.30</td>
<td>0.211</td>
<td>0.214</td>
<td>42.0</td>
<td>1.77</td>
<td>568</td>
</tr>
<tr>
<td>0.45</td>
<td>0.198</td>
<td>0.199</td>
<td>58.1</td>
<td>3.04</td>
<td>365</td>
</tr>
<tr>
<td>0.60</td>
<td>0.189</td>
<td>0.190</td>
<td>72.0</td>
<td>4.33</td>
<td>277</td>
</tr>
</tbody>
</table>

is used. Here, \( C_{dl}^S \) is the double-layer capacitance of a system that is completely filled with electrolyte. The accessibility to the infinite macroporous network is not a prerequisite for a piece of the contact area in order to contribute to the double-layer charging. The impedance spectra were calculated for \( j_0 = 0.01 \text{ A cm}^{-2} \) using the approximations that only include proton transport limitations, based on Eq. (100). Since oxygen transport limitations were supposed to be negligible \((I \gg j_0)\) in this figure, it was consistent to put \( \chi_d = 1 \) in Eq. (89). The reference parameters used in this plot are \( b = 30 \text{ mV}, i^* = 10^{-7} \text{ A cm}^{-2}, \sigma_s = 20 \text{ S cm}^{-2}, \) and \( l = 10 \mu\text{m} \).

The high-frequency domain of the impedance spectra clearly exhibits the linear branch of the response, prescribed by Eq. (110). It is the more pronounced, the more severe proton transport limitations are, that is, the smaller \( X_{el} \) is. Calculated parameters corresponding to different compositions are listed in Table 3. At small \( X_{el} \) the renormalized penetration depth \( L_p \) is smaller than the electrode thickness. Therefore, the stationary potential drop over the catalyst layer is considerable \((\Delta\eta \approx 20 \text{ mV})\) and Eq. (100) has to be used in order to calculate the impedance response. At larger \( X_{el} > 0.30 \), one obtains \( L_p/l \geq 2 \). Hence, the local variations in stationary electrode potential are small, and Eq. (103) provides a good approximation of the complex impedance.

8.2.3.8 Electrode Characterization and Diagnostics

A simple phenomenological model of the CCL in PEFC helps to rationalize
the impacts of oxygen diffusivity, proton conductivity, and exchange current density on electrode performance. The catalyst layer has a three-phase composite structure, which consists of fractions of carbon/catalyst, gas pores and electrolyte. The performance is calculated and analyzed in a macro-homogeneous approach in which three effective parameters \( (\sigma, I, i^*) \) represent the physical properties of the layer. Although the approach is presented here for the CCL in PEFC, similar approaches can be used to rationalize the operation of anode catalyst layers in DMFC.

The main conclusions are:

**Reaction-penetration depths**: Characteristic length scales can be defined in various limiting regimes, which represent the penetration of the reaction zone into the layer. In the case of small electrode potentials, the reaction-penetration depth \( l_p \) is an important orientation for the optimum thickness with homogeneous catalyst utilization and minimized overvoltage losses. At large electrode potentials, at which reaction rates are described by the Tafel law, the characteristic lengths in the case of dominating proton transport limitations, \( L_p \) or oxygen diffusion limitations, \( \delta_{\text{eff}} \), decrease exponentially with electrode potential.

**Performance regimes**: In polarization curves, presented, for example, in Fig. 12, three regimes with dominance of different effects can be discriminated: a kinetic regime at small \( j_0 \ll \min(I, \sigma b) \), which exhibits simple Tafel characteristics and homogeneously distributed reaction rates \( (l_p \gg l) \); an intermediate regime, in which both transport limitations can be considerable and thereby cause inhomogeneous distributions of reaction rates, resulting in a Tafel dependence with a double Tafel slope; and an oxygen depletion regime, in which only a fraction of the layer with thickness \( \delta_{\text{eff}} \) effectively contributes to the current generation with a double Tafel-slope term, whereas the inactive part gives rise to ohmic contributions to electrode potential. Note that it is the concerted effect of proton and oxygen transport limitations that produces the Ohmic corrections. Each of the effects taken alone would give a pure double Tafel-slope dependence in the limit of high \( j_0 \).

**Optimum thickness**: At fixed composition a phase diagram of the catalyst layer can be generated, which establishes a relation between the optimum thickness interval of the catalyst layer and the target current density \( j_0 \) (or \( j_0 \) interval) of fuel cell operation. The optimum compromise between kinetic losses and mass transport losses is realized in the intermediate regime. The existence of an upper limit on the thickness beyond which the performance would start to deteriorate is due to the concerted impact of oxygen and proton transport limitations, whereas considered separately each of the effects would only serve to define a minimal thickness.

**Composition effects**: The effect of catalyst layer composition on performance has been studied using percolation-type dependencies. Calculated polarization curves exhibit a good correspondence with experimental data. At a given current density the optimum composition can be determined on the basis of the model calculations. At larger current densities \( j_0 \), the optimum composition corresponds to higher electrolyte contents. At first sight, this latter finding may appear counterintuitive since larger electrolyte contents reduce the porosity of the layer, letting oxygen exhaustion become more severe. However, ohmic losses incurred in regions which are partially or completely depleted in oxygen will be smaller due to the enhanced proton
conductivity. The net effect, which can only be seen if the complex interplay of both transport limitations is considered, is an improvement of performance.

**Impedance spectroscopy:** Features in impedance spectra, like the linear branch (in Cole–Cole representation) due to proton transport limitations in the high-frequency limit or the semicircular character of the response, observed at lower frequencies, give information about the actual morphology of the layer.

**Catalyst utilization:** Several factors limit the efficiency of catalyst utilization:

1. Catalyst particles in nanometers pores (between carbon grains) are impenetrable for electrolyte and, therefore could be utilized only with diminished effectiveness; liquid water saturation of these pores could, however, render them active;
2. of the remaining catalyst particles, only the fraction that is accessible to oxygen and protons through the corresponding percolating networks, as determined by Eq. (89), is electrochemically active; in the example in Sect. 8.2.3.6.1 the maximum fraction amounted to 42%;
3. at large $j_0$ only a part of the layer with thickness determined by the renormalized reaction-penetration depth due to proton transport (Sects. 8.2.3.3 and 8.2.3.7.1) or by the effective layer thickness due to oxygen diffusion (Sects. 8.2.3.4.4 and 8.2.3.7.1) contributes effectively to the electrochemical current generation.

**Advanced design:** Control of the catalyst layer thickness and composition provide the means to optimize catalyst utilization and performance issues. Taking together all factors listed above, only 10–20% of the catalyst is effectively utilized in conventional three-phase composite layers. Most of the expensive Pt is not utilized at all or utilized ineffectively. This astounding result is corroborated also by experimental findings. Ostensibly, CCL design is a field where PEFC could be made much better and cheaper.

The routes toward improved design should start at the microscopic level, for example, via site-selective electrochemical deposition of Pt at the active three-phase boundary [146]. At this point, it is hard to estimate extra efforts to be invested in such procedures, but their prospects for optimized catalyst utilization are obvious.

Another alternative that would help to raise catalyst utilization would be to make CLs of extremely thin two-phase composites. Electroactive Pt (eventually deposited on a substrate) should form the electronically conductive phase. The remaining volume should be filled with liquid water. Since the layer is only a two-phase composite, not impregnated with ionomer, the problem of the protonic contact resistance at the PEM|CL interface could be mitigated, making the CCL insensitive to the type of PEM. Using Poisson–Nernst–Planck theory, it could be shown that close to 100% of the catalyst would be utilized, since transport of oxygen and protons would be unproblematic for such thicknesses (∼100 nm) [129].

A novel design route expanding on such a two-phase concept has already been followed by the company 3M for some time. The benefits in terms of catalyst utilization and performance enhancement are evident from that work [147]. The activity per total mass of Pt of the 3M layers is larger by about a factor 6 than the mass activity of conventional three-phase CCLs. This affirms the awful inactivity of Pt in conventional CCLs.
Note that in the case of catalyst layers we deal with very complicated objects. Their structure would not match any ideal lattice model. The particle size distribution notion does not apply straightforwardly because unlike the solid composites for solid oxide fuel cells, the PEM catalyst layer is rather a bicontinuous dispersion than an agglomerate of the grains (particles). On the other hand, they are unlikely volume or surface fractal objects [148] to impose certain generality of the properties due to their fractal geometry [149]. Preparation of catalyst layers as MEAs involves procedures, for example, the hot pressing or spraying techniques [150–152], that still lack sufficient reproducibility, necessary for fundamental studies of the structure–function relationship. Recently developed automated methods of MEA fabrication [153] give a decent level of reproducibility of the stack properties, but not of a single electrode. Furthermore comparison of the structure and performance of different MEAs is often restricted by the proprietary issues that have nothing to do with science. In this situation application of any additional methods of characterization of MEAs (standard porosimetry, SANS, etc.) in an academic environment would be highly valuable.

Using the simple, integral, mean field concepts is “in accord” with our poor knowledge of the detailed microscopic structure of MEAs. This may change soon, but probably not before systematic studies driven by these concepts are available.

8.2.4 Quasi-three-dimensional Simulation of a Cell

8.2.4.1 Goals and Methods
The cross section of a fuel cell is shown in Fig. 19. The MEA, which includes backing layers, catalyst layers, and the membrane, is clamped between two metallic or graphite plates with machined channels for feed gases supply. The gases then

Fig. 19 Sketch of the fuel cell with meander flow field.
pass through the porous backing layers and reach the catalyst layers, where they produce or consume charged particles. Protons produced at the anode move through the membrane to the cathode, while electrons move in the opposite direction through an external load.

Any model of PEFC must cover at least the three basic processes: (1) transport of reactants to/from the catalyst sites, (2) charged particles production or consumption at these sites, and (3) transport of charged particles (electron and proton currents). The simplest realistic model of PEFC must take into account these processes. (More sophisticated models, particularly important for high current regimes, ought to take into account on the same footing the production of water at the cathode side and dynamic liquid–vapor phase balance.)

The first numerical models of PEFC were developed about 15 years ago. Springer et al. published a one-dimensional (1D) steady-state model of PEFC [7]. At the same time Bernardi and Verbrugge developed a model of the PEFC cathode [5] (and later extended it to the whole cell [6]), which in many respects is close to the model of Springer et al.

These models are based on 1D mass and current conservation equations, coupled with Tafel equations in each electrode. Various versions of such models are used nowadays [154–158]. Simplified versions of these models were even amenable to analytical treatment and a number of important aspects of electrode performance were rationalized on the basis of analytical solutions (cf. the preceding section). These models clarified a number of features of PEFC operation and allowed to identify important sources of voltage losses in the cell.

In 1D models it is assumed that gases and potentials are uniformly distributed in the cell lateral cross section. Although this assumption may work in some fragments of the cell, on the scales of the whole cell it is far from real (cf. Fig. 19). There are two main factors that disturb uniformity. First, channels and ribs alternate along the y axis, that is, domains of fixed gas concentration and zero normal current alternate with domains of fixed potential and zero flux of gases. This leads to a complicated 2D field of concentrations and currents in a plane, perpendicular to the channel axis. Second, the feed gas is consumed as it moves along the channel, which leads to nonuniform “along-the-channel” distribution of local current density. Furthermore, the two effects are coupled with each other.

More detailed information on cell operation is given by 2D models. These models can be subdivided into two groups. The first group constitute the so-called along-the-channel models, in which equations are written in a plane, directed along the z axis (Fig. 19) [10, 159–166]. Further simplification comes from an assumption that the z-direction components of the fluxes and currents in the MEA are small compared to x-direction components. The 2D problem then is reduced to a set of 1D problems along x direction and to the problem of gas flow in the channel, which supplies the “boundary conditions” for the 1D problems [10, 159, 161, 166].

The second group constitute fully 2D “across-the-channel” models, which deal with equations in the xy plane [18, 19, 167–171]. These models give 2D fields in the single 2D element (Fig. 19) in the plane perpendicular to the channel, ignoring feed gas consumption along the channel.

Clearly, the complete picture of fuel cell operation would be given by a fully 3D
model. Such a model, however, would be very demanding in terms of computational resources. One of the first 3D models of PEFC was published in Refs. 172, 173. (Historically, the first 3D model of PEFC was developed in Refs. 174, 175. The authors simulated several adjacent 3D elements, shown in Fig. 19, but the length of their computational domain along axis $z$ (Fig. 19) was less than 1 cm.) A small fragment of the structure, shown in Fig. 19 (3D element) which includes a 10-cm fragment of the feed channels was simulated [172, 173]. Presumably due to computational limitations, this model does not resolve catalyst layers, which are represented by effective boundary conditions.

Fortunately, the fuel cell is a two-scale system. The two characteristic length scales are the MEA thickness $l_{\text{MEA}}$ and the length of the feed channel $L$. The latter is 3 to 4 orders of magnitude larger than the former. This allows developing an efficient Q3D model, which combines the advantages of along- and across-the-channel models. This model gives a “performance map” in $xy$ cross section of a cell, shown in Fig. 19, taking into account feed gases consumption in the channels. The model makes it possible to investigate the interplay between the small- and large-scale phenomena in fuel cells. Developed for parallel computers, it allows simulating fuel cells with feed channels up to several meters long.

The Q3D model rests on the following idea. Along-the-channel models clearly show [10, 159] that the variation of the local current density and feed gas concentration along the channel are negligible on a length of the order of the MEA thickness. This permits one to neglect the $z$ component of fluxes in mass and current conservation equations, written for the $xy$ plane. In the channel, however, the gas flows mainly along the $z$ axis. Therefore, the fully 3D problem can be split into a 2D problem in the porous layers (internal problem) and a problem of gas flow in the channels (channel problem). In the simplest variant the variation of the feed gas concentration along the channel can be described by 1D equations. (A more accurate would be 2D or even 3D descriptions of flows in the channel. However, the crucial effects caused by the feed gas exhaustion can be captured, as is shown below, within the scope of a 1D model.)

The outline of calculations is as follows. Let the cell voltage be fixed. For given along-the-channel profiles of feed gas concentrations, the internal problem returns the profile of the local current density. This local current density is then used to update the concentrations of feed gases in the channels. This procedure is repeated until convergence is reached. Thereby a point on the voltage current curve and a map of parameters in a cell cross section is obtained.

The cross section of a fuel cell consists of a number of geometrically identical (or similar) 2D elements (Fig. 19). The internal problem is formulated for a single element. The code is designed for a parallel computer, so that each element “is solved” on a separate processor. At the end of each iteration step adjacent elements exchange their “boundary conditions” (concentrations and currents along the dashed lines in Fig. 19).

8.2.4.2 Physical Model of a Single 2D Element

8.2.4.2.1 Basic Assumptions In order to demonstrate the capabilities of the Q3D model we consider in this chapter a basic
variant of it, which rests on a number of simplifying assumptions. Our basic conjecture will be that the membrane is impermeable to gases and fully hydrated. The assumption of impermeability to gases is justified for PEFC. In liquid feed DMFC methanol permeation through the membrane (crossover) leads to large overvoltage losses. The methanol crossover in gas-fed DMFC (which are considered here) is lower [176]. In this simplified description we will neglect the crossover.

The membrane is assumed to be fully hydrated. The model of membrane water management, discussed in Sect. 8.2.2, suggests that for now, in the mostly used Nafion-type membranes, with thickness in the range of 50 µm, the critical current density of membrane dehydration exceeds by far the typical current densities of fuel cell operation (<1 A cm⁻²). This inference is further supported by recent experimental studies, which corroborate that the membrane regulates water fluxes in the fuel cell but its own state of hydration is not critically affected by them [125, 126].

Further assumptions are as follows:

1. The cell is isothermal.
2. In the absence of pressure gradients, diffusion due to concentration gradients is the main mechanism of gas transport in the porous layers. Pressure gradients will give an additional contribution to the flux.
3. The local reaction rate in each of the electrodes is described by a variant of the Tafel equation with effective parameters, that are, in first approximation, considered to be constant over each catalyst layer.

The first assumption is usually fulfilled if the cell is under proper thermal management. The second assumption is standard in the theory of fuel cells (for the discussion see Refs. 18, 19). The scope of the third assumption will be discussed below.

8.2.4.2.2 Model of Gas Flow in Porous Layers

The molar flux of the \( i \)th gas component of molar fraction \( \xi_i \) is determined by the following relation

\[
N_i = -c D_i \nabla \xi_i + c \xi_i \nu^{D\text{Arcy}}
\]  

(118)

where

\[
\nu^{D\text{Arcy}} = -\frac{k_p}{\mu} \nabla p
\]  

(119)

is the D’Arcy velocity of the mixture. The first and second terms on the right-hand side of Eq. (118) describe the diffusion flux due to a concentration gradient and the flux caused by a pressure gradient, respectively. Some of the published results were obtained with a more complicated expression for the flux, in which diffusion in the backing layers was described by Stefan–Maxwell relations [177, 178]. However, the simple diffusion term in Eq. (118) with effective diffusion coefficient \( D_i \) (see below) gives practically the same result and essentially simplifies the computational work.

The value of \( D_i \) is determined as follows. Under standard atmospheric conditions the mean free path of molecules by the order of magnitude is \( l_{\text{free}} \approx 1/(N_a \sigma_g) \), where \( N_a = 2.68 \times 10^{19} \text{cm}^{-3} \) is the number of molecules per cubic centimeter and \( \sigma_g \approx 10^{-14} \text{cm}^2 \) is the mean cross section of molecules collision. For pressure in the range 1–3 bar this gives \( l_{\text{free}} \approx 10^{-6} \text{cm} \).

Usually, the mean radius \( \bar{r} \) of pores in the catalyst layer will be small compared to \( l_{\text{free}} [101, 102] \). This means that diffusing molecules will collide more frequently with pore walls than with each other. The prevailing mechanism of gas transport in
the catalyst layer with typical pore sizes in the nm range is, therefore, Knudsen diffusion with diffusion coefficient

\[ D^K_i = \psi \bar{r} \sqrt{\frac{8RT}{\pi M_i}} \]  

(120)

Here the factor \( \psi \) accounts for effects of composition (cf. Sect. 8.2.3.6), tortuosity and psd and the square root is the mean thermal velocity of molecules of mass \( M_i \). The value \( D^K_i \) serves as a reasonable estimate of the diffusion coefficient.

On the contrary, in the backing layers, pore radius is large as compared to the mean free path and the mechanism of gas transport is free molecular diffusion. This can be characterized by the mean binary diffusion coefficient \( D_{ij} \) [103]. The effective diffusion coefficient in backing layers, \( D_B^i \), is determined by

\[ \frac{\varsigma}{D_B^i} = \sum_j \xi_j D_{ij} \]  

(121)

where \( \varsigma \) is the correction factor for porosity.

\( D^K_i \) is usually an order of magnitude lower than \( D_B^i \). To avoid infinite gradients in the diffusion coefficient at the catalyst/backing layer interface and also to reflect the continuous character of the diffusion coefficient at the real interface, which is never sharp, \( D_j \) is approximated by

\[ D_j = D_B^j + (D^K_j - D_B^j) \left( \frac{1}{2} \left( 1 \pm \tanh \left( \frac{x - \bar{x}}{\Delta} \right) \right) \right) \]  

(122)

Here \( \bar{x} \) is the location of the backing/catalyst layer interface, \( \Delta \) is the characteristic width of the interface smearing, which must be much smaller than the catalyst layer thickness for this interpolation to work properly (usually \( \Delta \) is about 1/10th of the catalyst layer thickness); + and – stand for the anode and the cathode respectively (\( x = 0 \) is at the anode side).

Mass conservation relation for the \( i \)th gas component reads

\[ \nabla \cdot \mathbf{N}_i = \frac{S_i}{nF} Q \]  

(123)

where \( Q \) is the rate of electrochemical reaction, \( n \) is the number of electrons participating in the reaction and \( S_i \) is stoichiometry coefficient. Substituting Eqs. (118) and (119) into Eq. (123) we obtain an equation for \( \xi_i \), which contains the pressure gradient.

The equation for pressure \( p \) follows from the following arguments. Neglecting the mass of protons we can consider that there are no volume sources and sinks of mass on either side of the cell. The continuity equation for the total mass flux thus reads

\[ \nabla \cdot \left( \rho v^{Arcy} \right) = 0 \]  

(124)

where \( \rho = cM \) is gas density, \( M \) is the mean molecular weight of the mixture, determined by \( M = \sum_i \xi_i M_i \). Taking into account Eq. (119) and using the ideal gas law \( p = \frac{\rho}{M}RT \) we obtain

\[ \nabla \cdot \left( \frac{M}{RT} \rho \nabla p \right) = 0 \]  

(125)

Note that the gas composition varies over space; \( M \), therefore, depends on the coordinates.

Since the membrane is assumed to be impermeable to gases, Eqs. (118), (123), and (125) can be written for the anode and the cathode compartments separately with the boundary condition of zero flux at the catalyst layer/membrane interfaces.
8.2.4.2.3 Potentials

The potential drop across the metal/electrolyte interface is the driving force for the electrochemical reactions. The rates of electrochemical reactions depend on the potential in the membrane electrolyte phase, $\varphi_{el}$, and on the potentials of carbon phase $\varphi_a$ and $\varphi_c$ on anode and cathode side, respectively (see next section).

These potentials are governed by proton and electron current conservation equations:

\[
\nabla \cdot (\sigma_{el} \nabla \varphi_{el}) = Q \tag{126}
\]
\[
\nabla \cdot (\sigma_a \nabla \varphi_a) = Q_a \tag{127}
\]
\[
\nabla \cdot (\sigma_c \nabla \varphi_c) = -Q_c \tag{128}
\]

where subscripts $a$ and $c$ stand for the anode and cathode respectively, $\sigma_{el}$ is the proton conductivity of the electrolyte phase, $\sigma_a$, $\sigma_c$ are conductivities of carbon cloth at the anode and the cathode respectively, $Q = -Q_a$ in the anode catalyst layer and $Q = Q_c$ in the CCL. The reaction rates, being finite in catalyst layers, are zero outside. In Sect. 8.2.3 of this chapter we have learned that generally conductivity of membrane phase in the catalyst layer is lower than that of the bulk membrane, since membrane phase never occupies the full space of the catalyst layer. In the simulations, the results of which will be shown below, $\sigma_{el}$ is put constant through the whole cell for simplicity. In fact, one should have interpolated $\sigma_{el}$ from its bulk value in the membrane and its value in the catalyst layer. That would have increased the ohmic losses in the MEA and quantitatively affected the performance map (but, presumably, not qualitatively, unless the MEA is poorly fabricated and $\sigma_{el}$ is orders of magnitude smaller than in the membrane bulk!).

8.2.4.2.4 Reaction Rates

Electrochemical reactions of methanol or hydrogen oxidation at the anode and oxygen reduction at the cathode are complicated multistage processes. Their studies have a long history [179, 180]. The dependencies of the corresponding reaction rates on the local electrode potential may be determined by a system of equations each reflecting different stages, including adsorption and transformation of intermediates. The resulting dependence may not fit the simple Tafel form, although resembling it in different potential regions.

We will not go into details of a microscopic modeling of these reactions here but rather parameterize the reaction rates by standard approximations. We adopt the Tafel relation, given at the cathode side by

\[
Q_c = i_c \left( \frac{c_{O2}}{c_{O2ref}} \right)^{\gamma_c} \exp \left( \frac{\alpha_c F}{RT \eta_c} \right) \tag{129}
\]
and at the anode side by

\[
Q_a = i_a \left( \frac{c_M}{c_{Mref}} \right)^{\gamma_a} \exp \left( \frac{\alpha_a F}{RT \eta_a} \right) \tag{130}
\]

Here, $c_{O2}$ and $c_M$ are oxygen and methanol concentrations in the respective catalyst layer, $c_{O2ref}$ and $c_{Mref}$ are reference concentrations, $\eta_c = \varphi_{el} - \varphi_c$, $\eta_a = \varphi_a - \varphi_{el}$ are the cathode and the anode electrode potentials respectively, $i_c$, $i_a$ are exchange current densities per unit volume (A cm$^{-3}$), $\alpha_a$, $\alpha_c$ are transfer coefficients, and $\gamma_a$, $\gamma_c$ orders of reaction.

As discussed already in Sect. 8.2.3, there is a variety of publications that report experimental evaluations of the parameters $\alpha$ and $v$ (see e.g., [181–186]). They are often different in various potential ranges, but also depend strongly on the particular reaction environment (the structure and
composition of the catalyst). The parameters, which are used in the simulations, are indicated in the corresponding tables.

All that the models of the class described above need is the “conversion function” that defines the relationship between the local values of the reacting gas concentration, overpotential, and the produced current. The subject of the microscopic theory is to justify this relationship.

Sufficiently far from equilibrium, which is the only interesting regime for current generation, the Tafel law (129), (130) with effective parameters is used in the simulations. Measurements performed on model electrocatalysts suggest different values for these parameters depending on the particular catalysts used or just their different structure. The mesoscopic effects in electrocatalysis are the hot topic nowadays [127, 187–189] and they are probable candidates for one of the reasons of this variance. The main cause of this variance may be associated with the complicated interplay between adsorption and reaction stages, and a modeler interested in fuel cell operation should simply accept this variance as a fact. For instance, in Refs. 180, 184, 185 and even in recent measurements for one family of Pt/Ru catalysts (Wipperman and Havranek, unpublished data, see Table 4) the values of the effective Tafel slope $RT/\alpha F$ vary significantly. Importantly, the latter does not remain constant but varies either continuously or stepwise with overvoltage.

All in all a unified approximation (129), (130) with constant coefficients in the whole range of relevant overvoltages is a model simplification. If the variation is in fact dramatic, this will affect the current–voltage plot. Using a unified single law in the whole range is a tool to focus on other effects, such as gas transport or proton transport limitations with a most sketchy account of kinetic reaction limitations. Obviously, if we had predominantly reaction kinetics determining the operation regime, the current–voltage plot would follow the law that we had put in to approximate the “conversion function”. If the approximation is incomplete we will not have an adequate description of the

---

**Tab. 4** Tafel slopes of the methanol oxidation on technical Pt/Ru anodes. The anodes are prepared by wet spraying. Methanol concentration: 1 M, potential range used for the calculation of the b factors: 0.25–0.4 V (RHE) (A. Havranek and K. Wippermann, unpublished results)

<table>
<thead>
<tr>
<th>Catalyst</th>
<th>Fractions of catalyst and Nafion [wt%]</th>
<th>Pt/Ru-loading [mg/cm$^2$]</th>
<th>Press force$^a$ [kN/cm$^2$]</th>
<th>Operating temperature [$^\circ$C]</th>
<th>Tafel slope [mV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>30% Pt–Ru (1:1) on Vulcan XC 72 (Johnson Matthey)</td>
<td>70/30</td>
<td>1.3</td>
<td>0.5</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>40% Pt–Ru (1:1) on Vulcan XC 72 (E-TEK)</td>
<td>70/30</td>
<td>1.0</td>
<td>0.5</td>
<td>50</td>
<td>88</td>
</tr>
<tr>
<td>Pt–Ru (1:1) black (Johnson Matthey)</td>
<td>93/7</td>
<td>0.5</td>
<td>0.5</td>
<td>60</td>
<td>56</td>
</tr>
</tbody>
</table>

$^a$Press force applied to the samples during the hot-pressing process, hot-pressing temperature: 130 $^\circ$C.
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8.2.4.2.5 Boundary Conditions

The boundary conditions for gas concentration and potentials in a single 2D element (Fig. 19) are shown in Fig. 20. Since the membrane is impermeable to gases, the gradients of all variables (except $\phi_{el}$) along the normal to the catalyst layer/membrane interface are zero. Pressure and gas concentrations along the channel/backing layer interface are determined from the channel problem. Outside the channel the current collectors fix the potentials and form impermeable walls for gases and pressure (where the gradients of these values in $x$ direction are zero). Along left and right surfaces “boundary conditions” are obtained from adjacent elements on each iteration step. The other conditions are evident.

8.2.4.2.6 Finite-difference Approximations

Equations (125–128) are particular cases of the prototype equation

$$
\frac{\partial}{\partial x} \left( \Lambda(u) \frac{\partial u}{\partial x} \right) + \frac{\partial}{\partial y} \left( \Lambda(u) \frac{\partial u}{\partial y} \right) = q
$$

(131)

where $\Lambda(u)$ stands for the corresponding kinetic coefficient. In order to cast this equation into the finite-difference form, we introduce an orthogonal grid in the domain shown in Fig. 20 and approximate Eq. (131) by

$$
0.5(\Lambda_{i+1,j}^m + \Lambda_{i,j}^m) \left( \frac{u_{i+1,j}^{m+1} - u_{i,j}^{m+1}}{\Delta x_i} \right) - 0.5(\Lambda_{i,j}^m + \Lambda_{i-1,j}^m) \left( \frac{u_{i,j}^{m+1} - u_{i-1,j}^{m+1}}{\Delta x_{i-1}} \right) \\
0.5(\Delta x_{i-1} + \Delta x_i) \\
0.5(\Lambda_{i,j+1}^m + \Lambda_{i,j}^m) \left( \frac{u_{i,j+1}^{m+1} - u_{i,j}^{m+1}}{\Delta y_j} \right) - 0.5(\Lambda_{i,j}^m + \Lambda_{i,j-1}^m) \left( \frac{u_{i,j}^{m+1} - u_{i,j-1}^{m+1}}{\Delta y_{j-1}} \right) \\
0.5(\Delta y_{j-1} + \Delta y_j) \\
= q_{ij}^m
$$

(132)

Here, $\Delta x_i = x_{i+1} - x_i$; $\Delta y_j = y_{j+1} - y_j$ are the distances between adjacent elements.
nodes along x- and y-axis respectively. This approximation leads to a system of linear equations \[18\], which can be solved by any standard procedure \[190\]. In Eq. (132) \(m\) is the iteration number. Note that coefficients and the right-hand side of Eq. (132) are evaluated at the previous iteration step.

The prototype of Eq. (123) with the flux given by Eq. (118) is

\[
\nabla \cdot (\Lambda \nabla u + W u) = q
\]

(133)

Here, the flux is \(\mathbf{N} = \Lambda \nabla u + W u\), where \(\Lambda(\mathbf{r})\) and \(W(\mathbf{r})\) are functions of coordinates. (In the whole system of equations these functions in fact depend on the other unknown variables, whose values are taken from the previous iteration step.) This equation is discretized with the Scharfetter–Gummel scheme. (The idea of this scheme was first offered by Allen \[191\] for hydrodynamic equations and then rediscovered in other fields.) The flux through the “East” surface of the computational cell (cf. Fig. 21) has a form

\[
N_{E}^{m+1} = \frac{W_{E}^{m}}{\exp(\beta_{E}^{m}) - 1} \times (u_{i+1,j}^{m+1} - \exp(\beta_{E}^{m})u_{i,j}^{m+1}),
\]

where \(\beta_{E}^{m} = \frac{h_{i}W_{E}^{m}}{\Lambda_{E}}\)

(134)

which leads to a linear system of equations with respect to \(u_{i,j}^{m+1}\).

### 8.2.4.3 The Channel Problem

The steady gas flow in a long macroscopic channel with impermeable walls is basically a Poiseuille flow with the constant velocity determined by the pressure gradient. However, the velocity of the flow in the fuel cell channel varies since there is mass and momentum transfer through the channel/backing layer interface.

For simplicity we will ignore momentum loss due to meander turns and assume that the channel is straight with the axis directed along \(z\). Consider a cathode channel. Due to the electrochemical reaction each oxygen molecule is replaced with two water molecules in the flow. The continuity equation, therefore, reads (In \[192\]}

\[
\frac{N_{E}^{m+1} - N_{W}^{m+1}}{0.5(\Delta x_{i-1} + \Delta x_{i})} + \frac{N_{N}^{m+1} - N_{S}^{m+1}}{0.5(\Delta y_{j-1} + \Delta y_{j})} = q_{i,j}^{m},
\]

(135)
water flux through the membrane is considered. This flux can essentially affect velocity in the channels. Here all fluxes through the membrane for simplicity are ignored.) [192]:

$$\frac{\partial (\rho_c v_c)}{\partial z} = \frac{j(z)}{h_c} \left( \frac{2M_w - MO_2}{4F} \right)$$

(136)

where \(v_c(z)\) is the flow velocity (in \(z\) direction), \(\rho_c(z)\) is the flow density, \(j(z)\) is the local current density, \(h_c\) is the channel height, and \(M_w\) and \(MO_2\) are molecular weights of water and oxygen respectively.

Since the axial component of velocity near the channel/backing layer interface is zero, each consumed oxygen molecule removes momentum from the flow. Each incoming water molecule also removes momentum, since it must be accelerated to the flow velocity. The momentum balance (the Euler equation), therefore, has a form [192]

$$\rho_c v_c \frac{\partial v_c}{\partial z} = -\frac{\partial p_c}{\partial z} - \frac{j v_c}{h_c} \left( \frac{2M_w + MO_2}{4F} \right)$$

(137)

where \(p_c(z)\) is the pressure.

Detailed analysis shows [192] that in the practically interesting range of inlet velocities, being much smaller than the speed of sound, the flow in the channel is incompressible, that is, \(\rho_c = \text{const}\). Solving Eq. (136) for velocity we immediately obtain

$$v_c(z) = v_0^c + \frac{1}{\rho_c h_c} \left( \frac{2M_w - MO_2}{4F} \right) \int_0^z j(z) \, dz$$

(138)

The velocity in the cathode channel, therefore, increases. Physically, oxygen molecules are replaced with water molecules in the flow; the total mass of the flow hence increases and to preserve constant density each elementary volume of gas expands while it moves that is, the velocity must increase.

These arguments are valid for the anode channel as well. For instance, the velocity of the flow in the gas-fed DMFC anode channel is given by

$$v_a(z) = v_a^0 - \frac{1}{\rho_a h_a} \left( M_M + M_w - M_{CO_2} \right) \times \int_0^z j(z) \, dz$$

(139)

where \(M_M\) and \(M_{CO_2}\) are the molecular weights of methanol and CO\(_2\) respectively. Here, the flow loses mass (hydrogen atoms are consumed) and its velocity decreases to preserve the density constant.

Equations (138) and (139) allow to calculate \(v_a(z)\) and \(v_c(z)\), if \(j(z)\) is known (the latter is determined from the solution of the internal problem). Then one can find the feed gas concentration along the channel. For example, in the cathode channel we have

$$\frac{\partial (\text{CO}_2 v_c)}{\partial z} = -\frac{j(z)}{h_c} \frac{1}{4F}$$

(140)

where \(\text{CO}_2\) is the oxygen molar concentration. Under given \(v_c(z)\) and \(j(z)\) integration of Equation (140) is trivial. Analogous algebra determines the methanol or hydrogen concentration in the anode channel. For the case, for example, of methanol we have

$$\frac{\partial (\text{CM} v_a)}{\partial z} = -\frac{j(z)}{h_a} \frac{1}{6F}$$

(141)

8.2.4.4 Iteration Procedure

Having described the approaches to the internal and channel problems we now can describe the iteration procedure:
Step 0:

- In all elements put \( c_{O_2}(x, y, z) = c^0_{O_2}, \ c_M(x, y, z) = c^0_M, \ \varphi_c(x, y) = 0, \ \varphi_a(x, y) = \varphi^0_a, \ \varphi_{el}(x, y) = k\varphi^0_a \) (where the constant \( k < 1 \) is determined from \( l_c Q_c = l_a Q_a; \ Q_c \) and \( Q_a \) are given by Eqs. 129 and 130).
- Solve Eqs. (123), (125), and (126) to Eq. (128) for each element (Fig. 19)
- Each element sends boundary values (along vertical dashed lines in Fig. 19) to the neighbors and receives their boundary values. The values along the left boundary of the leftmost element and along the right boundary of the rightmost element are determined by physical boundary conditions (zero flux along \( y \) axis).
- Calculate the local current density in every element, using the relation
  \[
  j = \frac{1}{l} \int_0^l dx \int_0^H dy Q_c \quad (142)
  \]
  where \( H \) is the size of the single element along \( y \) (cf. Fig. 20), \( l \) is the catalyst layer thickness. This gives the local current density in all “windows” (several points along the channel, cf. Fig. 19).
- Interpolate these values linearly. Use the obtained \( j(z) \) to calculate along-the-channel profiles of concentrations of oxygen \( c_{O_2}(z) \) and methanol \( c_M(z) \), according to Eqs. (140) and (141) respectively.

Repeat the following procedure until convergence is reached:

- With \( j(z), \ c_M(z), \ \varphi_c(x, y), \ \varphi_a(x, y), \) and \( \varphi_{el}(x, y) \) obtained from previous iteration, solve Eqs. (123), (125) and (126–128) for each element.
- Exchange boundary values with the neighbors, as described in step 0.

Calculate local current density with Eq. (142) and determine new \( c_{O_2}(z) \) and \( c_M(z) \).

8.2.4.5 Results

Here we will present several simulation results, which show how the knowledge of the “functional map of the cell” may help to improve the cell performance. Most of the examples presented here refer to gas-fed DMFC, although with minor modifications they can be (and were) applied to hydrogen PEFC. We end this section with a special discussion of the features of the hydrogen cell.

8.2.4.5.1 Gas-feed DMFC (Single Element): Embedded Current Collectors

Figure 22 displays the distribution of current densities and reaction rates (the mean current density in the cell is 0.2 A cm\(^{-2}\), the operation conditions are given in Ref. 19) The maps of electron current density in both the anode and the cathode reveal strong peaks near the edges of current collectors. These edges collect all the current produced in front of the gas channels. The peak current density at the edges is about 10 times higher than the mean current density through the cell and it may produce local overheating.

The reaction rates \( Q_a \) and \( Q_c \) are reduced by the lack of methanol/oxygen in the parts of the catalyst layers “shaded” by current collectors. It is possible to remove the precious catalyst from the shaded regions practically without degradation of performance [18]. However, it is much better to change the design of current collectors. To prevent partial “shading” of catalyst layer by current collectors, it is
beneficial to embed current collectors into backing and catalyst layers so that the collector is parallel to the fuel flow (Fig. 23).

The maps of current densities and reaction rates for the embedded design are shown in Fig. 23 (at the same mean current density through the cell of 0.2 A cm\(^{-2}\)). It is seen that the distribution of current densities along the surface of the current collectors on both sides of the cell is almost uniform. Reaction rates are also distributed almost uniformly along the catalyst layers, due to uniform (along \(y\)) supply of feed gases. The advantage of this geometry is evident. Note that the flow of electrons in that case is perpendicular to the flow of protons. It is, therefore, not
surprising that a similar idea of meshed electrodes gave excellent results [193]. The idea of embedded collectors is equally applicable to both electrodes of hydrogen PEFC.

8.2.4.5.2 Gas-fed DMFC with Long Feed Channel The next example is a gas-fed DMFC with a single meander-like channel on both sides. Cell operation conditions and parameters are specified in Table 5.

The maps of methanol and oxygen concentrations, electrochemical reaction rates, membrane phase potential and proton current density are shown in Fig. 24. The mean current density is 0.3 A cm\(^{-2}\). Several interesting features are seen.

In the backing layer, methanol is transported mainly along \(x\), and methanol-depleted (shaded) regions form in front...
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Tab. 5  Cell operation conditions and parameters for simulation of gas-feed DMFC

<table>
<thead>
<tr>
<th></th>
<th>Anode side</th>
<th>Cathode side</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell temperature T [°C]</td>
<td>110</td>
<td>110</td>
</tr>
<tr>
<td>Inlet gas pressure [atm]</td>
<td>1.5</td>
<td>2</td>
</tr>
<tr>
<td>Inlet gas velocity [cm s⁻¹]</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Oxygen molar fraction at the inlet</td>
<td>–</td>
<td>0.2</td>
</tr>
<tr>
<td>Water vapor molar fraction at the inlet</td>
<td>0.79</td>
<td>0.01</td>
</tr>
<tr>
<td>Nitrogen molar fraction at the inlet</td>
<td>–</td>
<td>0.79</td>
</tr>
<tr>
<td>Methanol molar fraction at the inlet</td>
<td>0.2</td>
<td>–</td>
</tr>
<tr>
<td>CO₂ molar fraction at the inlet</td>
<td>0.01</td>
<td>–</td>
</tr>
<tr>
<td>Exchange current density $i_*$ [A cm⁻²]</td>
<td>$1 \times 10^{-2}$</td>
<td>$1 \times 10^{-5}$</td>
</tr>
<tr>
<td>Transfer coefficient $\alpha$</td>
<td>0.5</td>
<td>2.0</td>
</tr>
<tr>
<td>Reaction order $\gamma$</td>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>Membrane phase conductivity [S cm⁻¹]</td>
<td>0.0315</td>
<td>0.0315</td>
</tr>
<tr>
<td>Carbon phase conductivity [S cm⁻¹]</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Catalyst layer thickness [μm]</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Backing layer thickness [μm]</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Membrane thickness [μm]</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Feed channel length [cm]</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Feed channel height [cm]</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

The reaction rate, cf. Eq. (130), depends linearly on the methanol concentration ($\gamma = 1$, Table 5), which leads to a lower reaction rate in these regions.

Since the conductivity of the carbon phase is large, the electrode potentials keep track of the variation of membrane phase potential $\varphi_{el}$. Note that $\varphi_{el}$ varies slowly along the catalyst layer/membrane interface (cf. Fig. 24).

Figure 25 shows the profiles of oxygen concentration along the channel for the current densities 0.1, 0.2, and 0.3 A cm⁻².

At 0.3 A cm⁻² oxygen concentration in the last (9th) element is reduced by a factor of two compared to the value at the inlet. To understand the law of feed gas consumption, a simple theory was developed [194], as described in the next section.

8.2.4.5.3 Theory of Feed Gas Consumption

Consider the cathode channel (similar arguments are applicable to the anode channel of DMFC or hydrogen PEFC). For simplicity we assume that (1) the catalyst layer is thin enough, so that there are no voltage losses associated with proton transport across the layer; and (2) the diffusion losses of oxygen in the backing and catalyst layers are negligible.

Under these assumptions the electrode potential and the rate of the electrochemical reaction are constant across the catalyst layer and the local current density is

$$j(z) = lQ_c(z) \approx li_c \frac{c_{O2}}{c_{O2ref}} \exp \left( \frac{\alpha_{c}F}{RT} \eta_{c} \right)$$

(cf. Eq. 129), where we assumed a reaction order $\gamma_{c} = 1$. (Note that $i^*$, used in Sect. 8.2.3 is $i^* = li_c c_{O2}/c_{O2ref}$.)

The oxygen concentration in the channel is defined by the continuity equation

$$v_c \frac{\partial c_{O2}}{\partial z} = - \frac{S}{nF} \frac{j(z)}{h_c}$$

Here we assumed that velocity does not change dramatically with $z$, so that the estimate $v_c(z) = v_c^0$ is valid. The latter assumption is justified if $v_c^0$, the velocity at the inlet, is large enough. In addition we will assume, hereafter, that the cathode overvoltage $\eta_{c}$ only weakly depends on $z$ and that the only $z$-dependent quantity in Eq. (143) is $c_{O2}$. As simulations show, such assumption works amazingly well but only if the membrane is well humidified.
Fig. 24 Map of the gas feed DMFC. Shown are methanol and oxygen molar concentrations ($10^{-6}$ mol cm$^{-3}$), the rates of electrochemical reactions (A cm$^{-3}$) and membrane phase potential (mV). Since carbon phase potential is practically constant, $\varphi_{el}$ reproduces the shape of electrode potentials.

Fig. 25 Oxygen concentration along the channel ($10^{-6}$ mol cm$^{-3}$) for indicated values of the mean current density in the cell (mA cm$^{-2}$)
What does this assumption mean? It essentially implies that the membrane phase is equipotential along the channel. Of course, generally speaking, it is not! But the ohmic losses in the membrane in a fully humidified case are small compared to the reaction losses, so that the local violations of the equipotentiality will be hardly noticeable. This simplifying assumption allows getting a fully analytical solution to the problem.

Equations (143) and (144) allow us to eliminate \( j(z) \). Solving the resulting equation for \( c_{O_2} \) with the boundary condition \( c_{O_2}(0) = c_{O_2}^0 \) one finds

\[
    c_{O_2}(z) = c_{O_2}^0 \exp \left( \frac{-z}{L_1} \right) \tag{145}
\]

where

\[
    L_1 = \frac{nF \cdot h c v^0 c_{O_2ref}}{i_{clc}} \exp \left( \frac{-\alpha_c F}{RT \eta_c} \right) \tag{146}
\]

is a characteristic length of oxygen consumption for \( \gamma_c = 1 \) (the solution for \( \gamma_c \neq 1 \) is given in [194]). Interestingly, for \( \gamma_c < 1 \), \( L_\gamma \) is a length of complete consumption of the feed, that is, \( c_{O_2}(L_\gamma) = 0 \). In Fig. 25 the simulated and theoretical profiles of oxygen concentration along the channel (for conditions listed in Table 5) are compared.

Integrating Eq. (143) with Eq. (145) over \( z \) one finds the voltage loss due to oxygen exhaustion [195]:

\[
    \Delta V_c = \frac{RT}{\alpha_c F} \ln \left( -K_1 \ln \left( 1 - \frac{\overline{J}}{j_{lim}} \right) \right),
\]

\[
    K_1 = \frac{nF \cdot h c v^0 c_{O_2ref}}{i_{clc} L} \tag{147}
\]

where \( \overline{J} = (1/L) \int_0^L j(z) dz \) is the mean current density in the cell and

\[
    j_{lim} = \frac{nF \cdot h c v^0 c_0}{S} \tag{148}
\]

is a limiting current density due to oxygen consumption in the channel. For a general expression at arbitrary \( \gamma_c \) see Ref. 195.

Figure 26 shows the voltage current curves of the cell for three indicated values of channel length \( L \) (cm). The shorter the channel, the better is the cell performance. Note that in the case of a short channel the voltage loss is lower in the whole range of current densities, not only near the limiting value \( j_{lim} \).

Experimental verification of the influence of oxygen exhaustion on a voltage current curve of the cell [195] agreed well with the predictions of the theory.

In practice, the cell is often operated under constant stoichiometric flow ratio.
and constant pressure of feed gases. This means that the inlet velocity (and hence $j_{\text{lim}}$) increases proportionally to mean current density. Combining the formulas above it is easy to obtain

$$L_1 = -\frac{L}{\ln \left(1 - \frac{1}{\lambda}\right)}$$

which shows that $L_1$ does not change if $\lambda$ is constant. Therefore, the profile of feed gas concentration does not vary with the current in that case. Further analysis leads to remarkably simple formulas for the profiles of feed (oxygen) concentration and local current density along the channel [196]

$$c_{O_2}(z) = c_{O_2}^0 \left(1 - \frac{1}{\lambda}\right)^{z/L}$$

$$j(z)/j = \left(-\lambda \ln \left(1 - \frac{1}{\lambda}\right)\right) \left(1 - \frac{1}{\lambda}\right)^{z/L}$$

Recently, the profiles of $j(z)$ have been directly measured [197]. The results [197] obtained in conditions of a well humidified membrane are in excellent agreement with this simple theory [199].

### 8.2.4.5.4 Polarization Curves of Individual Segments of a Cathode Channel: S-shape Behavior as a Signature of Oxygen Starvation

The experiment with segmented flow field clearly demonstrates that the segments located far from the channel inlet exhibit a striking feature: their individual I–V curves are S shaped. Simple extension of the model above enables us to explain the effect.

Taking into account voltage loss due to oxygen transport through the backing layer, one arrives at the following expression for polarization voltage of the cathode side [198]

$$\eta = \ln \left(\frac{j}{j_s}\right) - \ln k - \ln \left(1 - \frac{j}{j_D}\right)$$

(152)

where $j_s = 2\sigma_0 b/l$ is characteristic current density, $k = (li_s/j_s)(c_{O_2}/c_{O_2\text{ref}})$ and

$$j_D = \frac{nFD_b c_{O_2}}{Sl_b}$$

(153)

is the limiting current density due to oxygen transport through the backing layer. Here $D_b$ is oxygen diffusion coefficient in the backing layer of a thickness $l_b$. Relation (152) describes the limiting behavior of cell polarization curve: as $j$ approaches $j_D$, $\eta$ tends to infinity.

Equation (152) contains oxygen concentration in the channel $c_{O_2} = c_{O_2}(z)$, which obeys Eq. (144). Solution to Eqs. (152) and (144) at the assumption $z$ independent $\eta$ is given by [199]

$$\frac{j}{j_D} = a \exp \left(-\frac{a\tilde{z}}{\beta}\right)$$

(154)

where $\tilde{z} = z/L$ (along-the-channel coordinate given in the units of the portion of the total length of the channel) $a$ is a function of polarization voltage:

$$a = \frac{1}{1 + e^{-\eta/b}}$$

(155)

and

$$j_0 = \frac{nFD_b c_{O_2}^0}{Sl_b}, \quad \beta = \frac{h_l i_s}{nFD_b c_{O_2\text{ref}}},$$

$$\beta = \frac{h_l i_s}{nFD_b c_{O_2\text{ref}}}$$

(156)

are constants.

Equation (154) gives the local polarization curve of individual segment at a distance $z$ from the channel inlet. The set of curves for different $\tilde{z}$ is shown in Fig. 27.
We see that this simple model well describes the characteristic S-shaped profiles of local polarization curves far from the channel inlet, detected in experiments [197, 200]. Physically, these maxima result from the effect of “oxygen starvation”. Qualitatively, Eq. (154) shows that local current is a product of two factors. The preexponential factor $a$ describes the growth of local current with the increase in $\eta$ due to exponential dependence of the rate constant of ORR on $\eta$ (Tafel law). The second (exponential) term in Eq. (154) describes oxygen consumption upstream from the given point $\tilde{z}$.

Experiments [197, 200] are performed under constant inlet velocity, that is, at a fixed $\beta$. Typically, $\beta \simeq 0.1–1$, whereas parameter $K$ is very small, $K \simeq 10^{-4} – 10^{-5}$. If $\eta$ is small we have $K \ll \exp(-\eta/b) \simeq 1$, $a \simeq K \ll 1$ and the exponent in (154) is close to 1 for all $\tilde{z}$. The dependence $j(\eta)$ is then determined by the first factor: $j/j^0_D \simeq a$. Using (155) and solving for $\eta$ we find $\eta/b = -\ln\left(K \left(\frac{\tilde{z}}{\beta} - 1\right)\right)$ (157)

The respective local current density is $j_*/j^0_D = \tilde{z} \exp(-1)/\beta$. Clearly, $\eta_*$ exists if $\tilde{z} > \beta$. The point $\tilde{z} = \beta$ thus separates the domains of monotonic and nonmonotonic local polarization curves [201]. Note that if for some reason the local current in the “monotonic” domain is limited, the cell voltage exhibits oscillations [201].

8.2.4.5.5 Differential Pressure Flow Field

As it was shown already, an interdigitated flow field, which utilizes pressure gradient forces between the inlet and outlet channels, has distinct advantages...
Tab. 6 Conditions and parameters for DMFC with differential pressure flow field

<table>
<thead>
<tr>
<th></th>
<th>Anode side</th>
<th>Cathode side</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet gas pressure</td>
<td>1.5 atm</td>
<td>2 atm (1.95 atm red)</td>
</tr>
<tr>
<td>Membrane phase</td>
<td>0.034 S cm$^{-1}$</td>
<td>0.034 S cm$^{-1}$</td>
</tr>
<tr>
<td>Feed channel length</td>
<td>19.35 cm (red)</td>
<td>19.35 cm (red)</td>
</tr>
</tbody>
</table>

However, a pressure gradient can be applied in a conventional flow field as well [177]. We present here an example, which shows how one can facilitate water removal from the cathode, using this principle. Consider gas-fed DMFC with the three parallel meander-like channels on both sides of the cell (cf. Fig. 28). On the anode side the pressure in all channels is the same, whereas on the cathode side the pressure in the Red channel is lower than in the other two.

Most of the basic conditions and parameters of the simulation are the same as in Table 5; those which are different are given in Table 6. The map of the cell is presented in Fig. 29. Application of a pressure gradient changes the distribution of water vapor concentration at the cathode dramatically. Due to the pressure gradient water accumulates in front of the Red channel. This leads to a significant flux of water into this channel (cf. Fig. 30). Under current density 0.4 A cm$^{-2}$ the flux of water is about 0.1 A cm$^{-2}$ (cf. Fig. 30). The Red channel, therefore, collects water.

In a multichannel flow-field design the channels with “normal” and lowered pressure may alternate and one may expect that the latter will effectively remove excessive water from the cathode compartment. Such a flow field may have advantages over the interdigitated flow field since gas flow in the water-draining (Red) channels is externally driven and can be varied to reach optimal conditions.

8.2.4.5.6 Hydrogen Cell (PEFC) To apply the Q3D model to hydrogen PEFC, one has to modify the gas composition, the diffusion coefficients and the reaction rate parameters on the anode side. The parameters used for the PEFC simulation are listed in Table 7 (those parameters which are not shown here are the same as in Table 5). Since hydrogen oxidation
is much faster than oxidation of methanol. The exchange current density at the anode of PEFC is several orders of magnitude larger than in DMFC.

The sketch of the simulated PEFC is shown in Fig. 31. The maps of parameters in the leftmost and rightmost cell elements are displayed in Fig. 32.

Due to small mass, hydrogen diffusivity is much higher, than that of methanol and oxygen. Near the inlet H₂ almost uniformly fills the backing and catalyst layers (cf. Fig. 32). Near the outlet, however, hydrogen-depleted regions form in front of the current collectors. On the cathode side the distribution of reaction rate reflects the distribution of oxygen concentration and \( \eta_c \).

On the anode side, the reaction rate follows the distribution of \( \eta_a \). Figure 32 shows that the reaction rate is high near the membrane/catalyst layer interface, where \( \eta_a \) is high. The difference between the profiles of reaction rates across the anode and the CCL is tremendous.
Tab. 7 Conditions and parameters for hydrogen–oxygen fuel cell

<table>
<thead>
<tr>
<th></th>
<th>Anode side</th>
<th>Cathode side</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell temperature T [°C]</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>Inlet gas pressure [atm]</td>
<td>1.5</td>
<td>2</td>
</tr>
<tr>
<td>Inlet gas velocity [cm s⁻¹]</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Oxygen molar fraction at the inlet</td>
<td>–</td>
<td>0.2</td>
</tr>
<tr>
<td>Water vapor molar fraction at the inlet</td>
<td>0.40</td>
<td>0.01</td>
</tr>
<tr>
<td>Nitrogen molar fraction at the inlet</td>
<td>–</td>
<td>0.79</td>
</tr>
<tr>
<td>Hydrogen molar fraction at the inlet</td>
<td>0.45</td>
<td>–</td>
</tr>
<tr>
<td>CO₂ molar fraction at the inlet</td>
<td>0.15</td>
<td>–</td>
</tr>
<tr>
<td>Exchange current density $i_\text{a}$ [A cm⁻³]</td>
<td>$1.4 \times 10^5$</td>
<td>$1 \times 10^{-5}$</td>
</tr>
<tr>
<td>Transfer coefficient $\alpha$</td>
<td>0.5</td>
<td>2.0</td>
</tr>
<tr>
<td>Reaction order $\gamma$</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Red channel length [cm]</td>
<td>25.8</td>
<td>25.8</td>
</tr>
</tbody>
</table>

Physically, the reason for the dramatic difference between performances of cathode and anode active layers is the exchange current density $i_\text{a}$: at the anode the latter is 10 orders of magnitude higher than at the cathode [6]. Due to the large $i_\text{a}$, the electrode potential $\eta_\text{a}$ is small. The anode of PEFC, hence, operates in the “linear” regime, when both exponential terms in the Butler-Volmer equation can be expanded [178]. This leads to exponential variation of $\eta_\text{a}$ across the catalyst layer with the characteristic length (in the exponent)

$$i_\text{a}^* = \left( \frac{\sigma_\text{el} \beta \mu}{2 i_\text{a}} \left( \frac{c_{\text{H}_2\text{ref}}}{c_{\text{H}_2}} \right)^\gamma \right)^{1/\gamma},$$

which is similar to the well-known reaction-penetration depth in the context of GEDs [11, 106]. Figure 34(a) shows the exponential fit of the simulation data. The slope of the fitting curves is in excellent agreement with that given by Eq. (158). Thus the concept of reaction-penetration depth is valid for PEFC anodes with long feed channels at practically interesting current densities.

8.2.5
From Understanding to New Designs

We have shown a number of findings that can be taken into account to
different extents, after proper experimental verification, in an optimized design of the cell or cell components. Let us list them in the sequence of a rising potential for applications today.

In the first part we have drawn some guidelines in understanding the physics of membrane performance. These were mechanisms of the increase of the conductance of a single water-filled pore (at decreasing activation energy) with the increase of the pore size. We have seen how the single-pore conductance translates into the performance of the continuous proton-conducting network. A relationship was shown between the psd and the ability of a membrane to return water hydraulically to the region adjacent to the anode, which electroosmosis tends to dehydrate. Admittedly, this knowledge does not give us immediate suggestions on how to fabricate better membranes. It can stimulate our imagination, however. Imagine, for example, a membrane with two separate hydrophilic pore networks, one lined with acid groups (proton-conducting pores) and one without acid groups, but big channels for

---

**Fig. 31** Sketch of the simulated fuel cell. On both sides of the cell the flow field is formed by three parallel meander channels (shown on top). The cell cross section is shown below. The computational domain consists of 15 identical elements (one element is depicted by dashed lines).
Fig. 32 Maps of hydrogen concentration \(10^{-6} \text{ mol cm}^{-3}\), reaction rates \(\text{A cm}^{-3}\), electrode potentials (mV), and oxygen concentration \(10^{-6} \text{ mol cm}^{-3}\) in the anode and cathode catalyst layers. Shown are the maps for the elements at the inlet of the White channel and at the outlet of the Grey channel (Fig. 31). Mean current density in the cell is 200 mA cm\(^{-2}\).

hydraulic water flux – the structure would allow control of electroosmosis and backflow independently. If realized, theory can help to optimize parameters of such a membrane. Still, staying away from science fiction, one can systematically check the effect of the flexibility and length of the side chains, as observed in the simulations. A more precise morphological picture of the membrane should be verified by further experiments (beyond the established correlations between the
macroscopic and microscopic swelling). Focusing on the bottlenecks for the proton transfer, it is suggested that the key measure to facilitate it would be making aqueous nanoscale necks between the unit cells of the quasicrystalline structure slightly larger, without ruining the elastic matrix of the ionomer. But a real design-oriented approach toward membrane improvement would require a concerted undertaking which incorporates the knowledge of chemical details on the polymer–water (or other solvents) interaction [207–209], the insight gained by the structural analysis of the ionomer, and MDs simulations; all this should be combined with what we understand about the membrane operation in situ. Furthermore, one cannot speculate about optimized membrane properties, without considering elastic properties of the membranes on the level of microstresses and resistance to damage, polymer statistical properties and its ability to denature. The concepts provided above help to understand the membrane operation in a fuel cell; they tell us how the membrane should be operated or which type of membrane should be used in order to extract the best possible performance from the cell. A couple of straightforward suggestions concerning the observation and the study of the currents limited by dehydration were presented in the summary section of the membrane part together with several other hints.

The practical outcome of the second part is the dimensionless performance diagram of the CCL, which may be extended with minimal modifications onto the anode. This diagram allows fixing an optimum thickness of the layer subject to the relevant current regime. To use this diagram for each particular layer, we need to know the proton conductivity of the layer, its gas permeability, and parameters of the equation for reaction rate in the layer. This requires a lot of systematic experimental work. Parameterization of the catalyst layer performance as a function of the polymer-electrolyte content was based on certain expressions coming from the lattice percolation theory. It gives only a hint of what these dependencies could look like and whether such simple ideas could, in principle, rationalize the measured families of the current–voltage plots. Although they appear to be able to reproduce existing experimental data, the laws or at least parameters of the lattice percolation theory might be essentially different in a polydisperse complex metal electrolyte mixture [104].
Despite all the complications, catalyst layer theory provides a few clear instructions for improvements. Composition and thickness can be readily adjusted, following recent optimization studies. The theory was used, for instance, to study upgraded design with nonuniform compositions [123, 124]. Performance enhancements measured for correspondingly fabricated functionally graded CCLs are in line with predictions of the theory.

The theory-based estimate, that Pt utilization in conventional three-phase composite CCLs reaches only 10–20% of its full potential, gives rise to optimistic speculations on how much better catalyst layers could be made. Exploring these reserves requires innovative fabrication procedures. Such efforts could be facilitated decisively, however, by upgrades in the theoretical understanding of catalyst layer functioning. Aspects of partial liquid water saturation, water formation/transformation and two-phase transport in porous structures should be included in the macro-homogeneous electrode theory. At microscopic or atomistic resolution, on the other hand, improved theoretical understanding of relevant reaction mechanisms in nanoparticle systems could reveal routes toward nanostructured electrocatalysts with highest activities.

The suggestions that come out from the third part are more straightforward:

1. In the cells of conventional flow-field geometry there are shaded zones in the catalyst layer, behind the current collector plates or in front of the gas channels [18], depending on the permeability and conductivity of the backing layers. This asks for saving precious catalyst material by removing it from the reaction-dead zones. However, the mere existence of dead zones immediately suggests a better design of embedded current collectors which provides a much more homogeneous distribution of events in the cell, in which the dead zones do not emerge.

2. The use of the parallel meanders with differential pressure should help water removal from the channels of the cathode.
3. The characteristic or even finite length of feed consumption of the fuel in the gas supplying channels and the existence of the corresponding limiting currents was predicted by the simulations and theory [194] and verified experimentally, cf. [195]. For a given regime of feeding and the channel structure, the theory helps to calculate the characteristic length of the feed consumption, which is instructive for the cell design, and, last but not least, helps to rationalize the existing empirical tricks which are used to avoid cell starvation. Theoretical understanding of the starvation laws is in line with the recent experimental findings of F. Buechi’s group at the Paul Scherrer Institute, Villingen. They designed a cell having a gradual decrease of platinum loading along the channel from the inlet to the outlet. Using platinum loading patterns optimized for the target stoichiometry was shown to be a cost-efficient solution.

More examples could be drawn, if not limited by the length of this chapter, as the field is rapidly developing. To facilitate its faster success, a much higher level of cooperation between the theory, electrochemical experiments (also in the nanoscale range [187, 188, 210]), and modified stack testing is vital. Such cooperation, however, requires a different level of openness between academia and industry, than exists in the current gold rush atmosphere of PEFC/DMFC research and development.

**Symbols – Membrane Water Management, Section 2**

- $c_w$: Concentration of water, $\approx 55$ mol l$^{-1}$
- $D_{(w_x)}$: Water diffusion coefficient (dimensionless)
- $j_w$, $j_{wa}$, $j_{wc}$: Water flow (membrane, anode, cathode), A cm$^{-2}$
- $j_p$: Proton current density, A cm$^{-2}$
- $j_{pc}$: Critical proton current density, A cm$^{-2}$
- $j_m$: Characteristic parameter, $j_m \propto j_{pc}$, A cm$^{-2}$
- $K_{(w_x)}$: Hydraulic permeability, nm$^2$
- $L$: Membrane thickness, $\mu$m
- $n_{(w_x)}$: Electroosmotic coefficient
- $P^g$, $P^l$, $P^c$: Gas, liquid, capillary pressure, atm
- $r$: Pore radius, nm
- $r_1$: First moment of the pore radius distribution, nm
- $\gamma$: Membrane resistance, $\Omega$ cm
- $U$: Membrane potential drop, V
- $w$: Water content (volume fraction) in the membrane
- $w_c$: Percolation water content
- $w_s$: Saturation water content
- $x$: Coordinate perpendicular to membrane surface, $\mu$m

**Greek symbols**

- $\gamma$: Surface tension of water in membrane pores, J m$^{-2}$
- $\mu$: Viscosity, mJ s cm$^{-2}$
- $\xi$: Tortuosity factor
- $\sigma_{el}(w_z)$: Membrane conductivity, S cm$^{-1}$
- $\varphi_{el}$: Local membrane potential, V
- “psd” and “REV”: Pore size distribution and Representative elementary volume
### Symbols – Electrode Performance, Section 3

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b$</td>
<td>Apparent Tafel slope, $b = RT/\alpha n F$, V</td>
</tr>
<tr>
<td>$\dot{b}$</td>
<td>Tafel parameter in linear regime, $\dot{b} = RT/nF$, V</td>
</tr>
<tr>
<td>$\bar{c}_O_2$</td>
<td>Oxygen concentration at diffusion layer interface, mol l$^{-1}$</td>
</tr>
<tr>
<td>$C_{dl}$</td>
<td>Double-layer capacitance, F cm$^{-2}$</td>
</tr>
<tr>
<td>$g$</td>
<td>Ratio of $O_2$ diffusion versus proton conductivity, $g = I/\sigma b$</td>
</tr>
<tr>
<td>$l$</td>
<td>Characteristic parameter of $O_2$ diffusion, A cm$^{-2}$</td>
</tr>
<tr>
<td>$i^*$</td>
<td>Exchange current density parameter, A cm$^{-2}$</td>
</tr>
<tr>
<td>$j_p$</td>
<td>Local proton current density, A cm$^{-2}$</td>
</tr>
<tr>
<td>$j_0$</td>
<td>Proton current density at interface to membrane, A cm$^{-2}$</td>
</tr>
<tr>
<td>$l$</td>
<td>Catalyst layer thickness, $\mu$m</td>
</tr>
<tr>
<td>$l_p$</td>
<td>Reaction penetration depth (proton transport), $\mu$m</td>
</tr>
<tr>
<td>$L_p$</td>
<td>Renormalized reaction penetration depth, $\mu$m</td>
</tr>
<tr>
<td>$P_{O_2}$</td>
<td>Oxygen partial pressure, atm</td>
</tr>
<tr>
<td>$p$</td>
<td>Nondimensional pressures, $p = P_{O_2}/P_{O_2}^*$</td>
</tr>
<tr>
<td>$\chi_e(\chi_d)$</td>
<td>Linear electrode polarization resistance, $\Omega$ cm$^2$</td>
</tr>
<tr>
<td>$\chi_{diff}$</td>
<td>Differential resistivity, $\Omega$ cm$^2$</td>
</tr>
<tr>
<td>$S_0$</td>
<td>Effective catalyst</td>
</tr>
<tr>
<td>$x$</td>
<td>Coordinate perpendicular to catalyst layer surface, $\mu$m</td>
</tr>
<tr>
<td>$\chi$</td>
<td>Nondimensional coordinate, $\chi = x/l$</td>
</tr>
<tr>
<td>$X_{el}$, $X_m$, $X_c$</td>
<td>Volume portions (electrolyte, metal, percolation threshold)</td>
</tr>
<tr>
<td>$Z(\omega)$</td>
<td>Complex impedance, $\Omega$ cm$^2$</td>
</tr>
</tbody>
</table>

### Greek symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma$</td>
<td>Dimensionless parameter, $\Gamma = (i^* I/j_0^2) \exp(n/b)$</td>
</tr>
<tr>
<td>$\delta_{eff}$</td>
<td>Thickness of active part of the catalyst layer, $\mu$m</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Local electrode potential, V</td>
</tr>
<tr>
<td>$\eta_0$</td>
<td>Catalyst layer overpotential, V</td>
</tr>
<tr>
<td>$\sigma_{el}$</td>
<td>Specific proton conductivity, S cm$^{-1}$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Proton conductance per surface area, $\sigma = \sigma_{el}/l$, S cm$^{-2}$</td>
</tr>
<tr>
<td>$\sigma_p$</td>
<td>Mixed conductance parameter, S cm$^2$ (def. in Eq. (52))</td>
</tr>
<tr>
<td>$\Sigma_p$</td>
<td>Renormalized conductance, S cm$^2$</td>
</tr>
<tr>
<td>$\varphi_{el}$</td>
<td>Local electrolyte potential, V</td>
</tr>
<tr>
<td>$\varphi_c$</td>
<td>Potential of carbon/catalyst phase, V</td>
</tr>
<tr>
<td>$\chi_{ec}(\chi_d)$</td>
<td>Parameter of residual reactivity (diffusivity)</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Frequency of sinusoidal signal, s$^{-1}$</td>
</tr>
<tr>
<td>$\omega_p$</td>
<td>Characteristic frequency (renormalized: $\Omega_p$), s$^{-1}$</td>
</tr>
</tbody>
</table>

### Symbols – Q3D Model, Section 4

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$</td>
<td>Molar concentration, mol cm$^{-3}$</td>
</tr>
<tr>
<td>$h$</td>
<td>Channel height, cm</td>
</tr>
<tr>
<td>$i$</td>
<td>Exchange (volumetric) current density, A cm$^{-3}$</td>
</tr>
</tbody>
</table>
8.2 Physical Modeling of Fuel Cells and their Components

Local current density, $A \, cm^{-2}$

Mean current density in a cell, $A \, cm^{-2}$

Limiting current density due to feed gas exhaustion, $A \, cm^{-2}$

Hydraulic permeability, $cm^2$

Dimensionless constant in (147)

Catalyst layer thickness, cm

Characteristic thickness (158) (anode catalyst layer of PEFC), cm

Channel length, cm

Characteristic length of feed gas consumption, cm

Molecular weight, $g \, mol^{-1}$

Mass of the molecule, $g$

Number of electrons, participating in the reaction

Molar flux of $i$th component, $mol \, cm^{-2} s^{-1}$

Pressure, $g \, cm^{-1} s^{-2}$

Rate of charged particles production in electrochemical reaction, $cm^{-3} s^{-1}$

Stoichiometric coefficient

Velocity of the flow in the channel, $cm \, s^{-1}$

Coordinates, $cm$

Subscripts and superscripts

0 At the inlet

a,c Anode, cathode

el Membrane phase

M Methanol

n Carbon phase

O$_2$ Oxygen

ref Reference value

w Water vapor

Greek symbols

$\alpha$ Butler–Volmer transfer coefficient

$\zeta$ Correction factor for porosity (binary diffusion coefficient).

$\gamma$ Reaction order

$\Lambda$ Kinetic coefficient

$\mu$ Gas viscosity, $g \, cm^{-1} s^{-1}$

$\sigma$ Conductivity, $S \, cm^{-1}$

$\rho$ Gas density, $g \, cm^{-3}$

$\xi_i$ Molar fraction of $i$th component.

$\psi$ Correction factor for tortuosity (Knudsen diffusion coefficient).

For reasons not depending on the authors, this chapter has been with the publisher for more than four years. The core of the text was written in 2002; some amendments and updations were done in 2005.

Following the philosophy of this encyclopedia, we tried to collect and illustrate the ideas that form the basis for a physical modeling of cells and their components. This field, however, is young and its basis is being continuously extended. The recent almost threefold increase in oil prices and a growing awareness of the adverse environmental effects of the current energy use intensify the economic and political stress, which in turn induces dramatic growth of the interest in fuel cells. The data from www.scopus.com show that the number of publications on fuel cells grows exponentially. This exponential growth is a signature of emerging technology; it means rapid addition of new knowledge, new effects, and new important details to our understanding of how the cells function.
Below we briefly review the works, which highlight the most recent achievements in the field. Fuel cell modeling is a multidisciplinary problem, which extends its limits capturing new areas in the adjoining sciences. The review below is definitely not complete; the list of cited papers includes the works that came into the authors’ view.

**Membrane Models**

Our section on membrane modeling focuses primarily on functional requirements and performance modeling of polymer electrolyte membranes (PEM) for fuel cells. There have not been decisive new insights for this type of “device” modeling since the writing of this chapter. The very basics of the pertinent understanding of the structure of Nafion and its water sorption properties are revisited in Ref. 211. The relevant phenomenology of various transport phenomena and reactions in proton conductors for fuel cell applications has been reviewed recently in Ref. 212. An encyclopedic survey of existing models of transport phenomena in membranes can be found in Ref. 213.

An avalanche-like rush of new research activities has evolved around new routes in membrane synthesis and strategies in theoretical and computational modeling that could facilitate a deliberate design of highly functionalized fuel cell membranes. Comprehensive reviews on membrane synthesis highlight principles and fabrication of new membranes particularly those applicable for DMFC [214], those that are feasible for operation at elevated temperatures (up to 200°C under ambient pressures) [215], and those that are based on various modifications of Nafion-type membranes [216].

Recent interest in the theory and simulation of PEMs has shifted toward understanding molecular mechanisms of proton transport, exploring the formation of phase-segregated membrane morphologies upon hydration, and developing multiscale modeling approaches with predictive capabilities. Despite rapidly growing computational resources and tools for studying complex many-particle systems, the full multiscale modeling of structure formation and transport in membranes, starting from first principles and leading all the way through to properties and performance of a membrane as a macroscopic device, is still a distant perspective. Insightful activities focus on structure formation in systems consisting of charged polymer molecules and water, utilizing full-atomicistic molecular dynamics [217–219], lattice Monte Carlo [220], and coarse-grained mesodynamics based on self-consistent field theory [221, 222]. These studies explore the emergence of rodlike fibrils and of water-containing pathways upon hydration.

Calculations utilizing density functional theory, ab initio molecular dynamics, and equivalent valence bond approaches focus on unraveling structures and transport mechanisms in narrow pores and in the interfacial region between polymer and water. The purpose is to obtain a detailed molecular-level understanding of the coupling between the dynamics of charged, flexible side chains and the transport of mobile protons in the adjacent strongly bound water layers [223–225]. The question of whether high rates of proton transport could be attained in a minimal hydrated membrane that only retains strongly bound water molecules at the interface has been addressed recently in experiment [226] and ab initio quantum mechanical calculations [225]. In this context, it is also expedient to
refer to a number of studies that focus on the molecular-level understanding of mechanisms of lateral proton transport along biological membranes and lipid monolayer films [227–232]. Similarities with proton transport phenomena in bioenergetics could stimulate the design of advanced, bioinspired PEMs.

**Models of Catalyst Layers**

This chapter focuses mainly on macrohomogeneous approaches that could rationalize the effects of catalyst layer thickness and composition on catalyst utilization and performance. It is relevant for the operation of random three-phase composite layers, which are still the state of the art in fuel cell technology. It is widely recognized that activity and utilization of the catalyst will have to be understood at finer structural resolution in order to be able to reduce catalyst loadings to the levels that are acceptable for industrial applications. Determining the true extent to which catalyst is utilized in current layers remains a challenge for experimental diagnostics. Theoretical estimates suggest that the effectiveness of catalyst utilization could be improved more than 10-fold.

A number of fundamental studies explore catalyst activity at an atomistic scale. DFT calculations can reveal how the rates of surface processes depend on the local electronic structure of surface atoms [233–238]. Monte Carlo simulations and mean-field approaches can incorporate this information in order to rationalize the effects of nanoparticle sizes and surface structure on the overall rates of current conversion [233, 239]. Thereby the non-trivial dependence of reactivity on particle size could be explained.

Experiments suggest that agglomerates of carbon particles form distinct structural units in the fabrication process. Electrostatic effects control the spatial distributions of electrical potential and reaction rates in agglomerates. Corresponding effectiveness factors of agglomerates have been studied in Ref. 240 as a function of agglomerate radius, composition, and the charge-transfer coefficient.

Another vital step in rationalizing catalyst layer operation and long-term stability would be the understanding of structure formation during the fabrication process. Approaches similar to those employed in studying the structure formation in membranes could be utilized for this task. This work is currently in progress. Understanding how different conditions during fabrication and operation precipitate degradation of the catalyst layer structure would be helpful.

The role of the porous structure and partial liquid-water saturation in the catalyst layer in performance and fuel cell water balance has been studied in Ref. 241. As demonstrated, the cathode catalyst layer fulfills key functions in vaporizing liquid water and in directing liquid-water fluxes in the cell toward the membrane and cathode outlet. At relevant current densities, the accumulation of water in the cathode catalyst layer could lead to the failure of the complete cell. The porous structure controls these functions.

Diagnostics of the resulting structures and the corresponding effective properties of the catalytic layer continue to be the key issues. One could distinguish here the physical measurements of conductances and diffusivities of different phases of the composite, a difficult but not impossible task, which could indicate how good the percolation in each component is (see e.g.,
Refs. 242, 243). Another issue is monitoring the structure and its changes with degradation. We are not aware of any substantial results on this front. The relevant structures and their changes during operation are not only poorly predictable but they are also not sufficiently well characterized.

At high anodic overpotentials, methanol oxidation reaction exhibits strongly non-Tafel behavior owing to finite and potential-independent rate of methanol adsorption on catalyst surface [244]. The equations of Section 8.2.3 can be modified to take into account the non-Tafel kinetics of methanol oxidation. The results reveal an interesting regime of the anode catalyst layer operation featuring a variable thickness of the current-generating domain [245]. The experimental verification of this effect, however, has not yet been performed.

Models of Cells and Stacks

The approach described in Sections 8.2.3 and 8.2.4.5.3 was used to construct quasi-2D (Q2D) analytical and semi-analytical models of PEFC [246, 247] and DMFC [248, 249]. The Q2D model of a PEFC [246] takes into account water management effects, losses due to oxygen transport through the GDL, and the effect of oxygen stoichiometry. The model is fast and thus suitable for fitting; however, the systematic comparison of model predictions with experiment has yet not been performed. Q2D approaches have been employed to construct a model of PEFC performance degradation [250], to explain the instabilities of PEFC operation [251, 252] and to rationalize the effect of CO2 bubbles in the anode channel on DMFC performance [253, 254].

The Q2D model of a DMFC [248] revealed a new effect: localization of current close to the inlet of the oxygen channel at small airflow rate. The effect is due to methanol crossover through the membrane: a system with crossover current is generated only close to the inlet of the oxygen channel, where oxygen is in excess (galvanic domain). In the rest of the cell, all available oxygen is consumed in a direct burning with permeated methanol. Further theoretical [255, 256] and experimental [257–260] studies of this regime have shown that the oxygen-depleted part of the cell works as an electrolytic cell: it consumes current produced in the galvanic domain to split methanol on the cathode side and to produce hydrogen on the anode side.

The Q2D approach was utilized to construct the models of PEFC [261–263] and DMFC [264, 265] stacks. Assembling the cells into a stack leads to another overhead: one needs to transport the current through the bipolar plates (BPs) separating individual cells. The respective voltage loss can be calculated on the basis of the model [262]. Generally, in-plane current in BPs can flow in any direction; the plates are thus true 2D objects [265]. A promising approach to stack modeling would be a combination of Q2D models for the description of individual cells with fully 2D models of current and heat transport in the BPs.

Progress in computer technology facilitates 3D modeling of cells [266, 267]. The 3D results help understand the role of 3D effects in cell function and to explore and optimize complex geometries of flow fields. Reduced models [268, 269], which utilize the idea of splitting the fully 3D or 2D problem into a number of problems of lower dimensionality seem to be very promising (this idea is similar to that described in Section 8.2.4). These models are
8.2 Physical Modeling of Fuel Cells and their Components

much faster, than their fully 3D counterparts, which is vitally important for cell optimization and massive comparison of model predictions with experiment.

Final Remarks

Fuel cells are probably the only viable alternative to traditional power sources based on direct combustion of fossil fuels (including uranium). The economy based on a direct combustion is as old as human society; it will inevitably come to an end with the exhaustion of fossil fuels. The idea of intelligent and very efficient two-step combustion with generation of charged particles as intermediates was suggested more than 150 years ago by Christian Friedrich Schoenbein (1838). It was immediately explored by Sir William Grove (1839), who was the first to demonstrate its great practical potential [270]. The fuels for this two-step combustion can, in principle, be produced from renewable sources like biomass, wind, and sunlight.

Fuel cells remain very attractive for both technical and aesthetical reasons. Probably nothing is more elegant and straightforward in the family of power generators. Thanks to nature, all pairs of half-cell reactions yield open-circuit voltage on the order of 1 V; learning how to use this potential in a most efficient way is a task that may change the history of civilization.
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8.3.1 Introduction

This chapter covers electrochemical science and engineering aspects of polymer electrolyte hydrogen/air fuel cell (PEFC) and direct methanol/air fuel cell (DMFC) technologies. These two technologies underwent exciting developments during the last two decades, enabled by a wide range of efforts worldwide to advance from R&D to prototype building and testing of PEFC and DMFC power systems targeting market entry of early commercial products. This introduction to the chapter provides a brief overview of key challenges in these areas of electrochemical technology, together with the R&D work done to date to advance the technology. Technology elements, briefly covered in the introduction, reflect those covered in the body of the chapter: proton-conducting polymeric membranes, PEFC membrane/electrode assemblies (MEAs) and PEFC stacks, electrocatalysis and transport in the PEFC anode and PEFC cathode, and last, but not least, membrane electrolytes and electrode processes in DMFCs and the potential of small-scale DMFC systems to serve as next-generation batteries for handsets and laptops.

The PEFC has been one of the fastest growing fields of research, development, and engineering in the area of applied electrochemistry over the last 20 years (1985–2005). The growing interest in this type of fuel cell has been the result of the ever-growing search for cleaner and more efficient energy-conversion processes in major areas of fuel and energy consumption, including primarily automotive transportation and generation of electric power. As an electrochemical, fuel/oxygen cell that converts the chemical energy of the fuel directly to electric energy, this type of power source has some intrinsic attractive features. One such feature is the high efficiency, \( \eta_{\text{theor}} \), theoretically achievable at temperatures under 100 °C in direct conversion of the chemical energy of a fuel into electric energy. \( \eta_{\text{theor}} \) is calculated as:

\[
\eta_{\text{cell}} = \frac{\Delta G_{\text{cell process}}}{\Delta H_{\text{cell process}}}
\]

where \( \Delta G_{\text{cell process}} \) is the Gibbs free energy change and \( \Delta H_{\text{cell process}} \) the enthalpy change in the cell process (the fuel “heating value”) at the relevant cell temperature and activities of reactants and products. This theoretical efficiency exceeds 80% for a fuel cell directly converting hydrogen or methanol fuel to electric power at operation temperatures typical for a PEFC, that is, 30–100 °C. Given that the practical energy-conversion efficiency of heat engines is typically below 30% and approaches 50% only for gas turbines operating at much higher temperatures, a fuel-cell power source of heat engine level power density, operating near ambient temperatures and converting the chemical to electric energy at 50% efficiency is an attractive alternative. The argument for low temperature power source operation is strong in transportation applications, where fast “cold start-up” is of high premium. So is elimination of energy losses associated with repeated heating of power sources operating at much higher temperatures, particularly when several on/off cycles per day are involved.
Beyond the high conversion efficiency, the other very significant promise of fuel cells as new technology for transportation and electric power generation is the environmental benefits. These include lowering, or eliminating altogether of hazardous tail pipe emissions and, in addition, reducing greenhouse gas emissions. Nitrogen oxide ($\text{NO}_x$), a major pollutant emitted by internal combustion engines is not generated by a fuel-cell power source operating at $80^\circ\text{C}$ or below. Other hazardous emissions, for example, carbon monoxide, are also drastically lowered in a fuel-cell-powered vehicle and are, in fact, brought down to zero (“zero-emission vehicle”) when hydrogen is used as fuel for the PEFC, and water vapor becomes the only exhaust from the power system.

Whereas transportation and off-grid power generation have been highlighted to date as the central potential applications of PEFCs, applications of PEFCs and, particularly, of DMFCs for portable power sources may actually provide the first market entry for these low-temperature fuel-cell technologies. The latter type of application has generated a significant increase in interest and activity during the last 5 years, driven by the clear need in the consumer electronics industry, as well as in the military sector, for power sources of energy density exceeding that of advanced Li batteries. Such advanced power sources are required to power present and, particularly, next-generation multifunctional handheld devices, to achieve longer use times. The projection of faster market entry in this sector of the technology is based on the evident potential to significantly exceed the energy density of present-day portable power sources and, at the same time, compete favorably on cost with the incumbent battery technology.

The PEFC was developed originally in the 1960s and represented a new and different type of low-temperature fuel-cell technology. When compared with the two low-temperature fuel-cell technologies introduced earlier, the alkaline fuel cell (AFC) and the phosphoric acid fuel cell (PAFC), the outstanding feature of the PEFC is a polymer membrane electrolyte of high protonic conductivity requiring only deionized water to facilitate protonic conductivity in the polymer. Consequently, a significant advantage of the PEFC over other, low-temperature fuel cells is the elimination of problems typically associated with a liquid electrolyte, including electrolyte migration within and electrolyte loss from the fuel cell. It could be argued that these problems have been replaced by the need of effective “water management” to achieve optimized water level and distribution in an operating PEFC, but, while water management presents some hurdles in PEFC stack and system design, the PEFC system remains significantly more manufacturer and user friendly by avoiding the handling and system management of corrosive liquid electrolytes.

In the development of fuel-cell technology based on this unique polymer electrolyte, special chapters in electrochemical science and engineering have emerged, addressing the fuel-cell ionomeric membrane itself and the optimized fabrication of MEAs. The invention of Nafion, a poly(perfluorosulfonic acid) (poly(PFSA)) at DuPont in the 1960s, was, in fact, a key (if not the key) milestone in the development of PEFC technology. The chemical and mechanical properties of such poly(PFSA) extruded membranes, which are based on a perfluorocarbon backbone, enabled to achieve stable materials properties and, consequently,
stable PEFC performance over thousands of hours. Under constant load conditions purely proton conductor ($H_+ = 1$), the protonic mobility in the polymer membrane electrolyte, is a strong function of water content and, consequently, proper measurement and modeling of membrane transport properties, and their role in effective water management in an operating PEFC or DMFC, has contributed significantly to technology advancements.

The (pseudo) solid nature of the electrolyte in the PEFC system presented a challenge to researchers and technologists in this field as they came to optimize the electrode/membrane electrolyte interface to maximize catalyst utilization. With distilled water as the only liquid in the cell, ionic mobility is confined to the hydrated ionomer (ion-containing polymer). For this, an electrode/electrolyte interface had to be designed and optimized for a process where the reactant is gaseous (O$_2$ or H$_2$) and the overall available active surface area is defined by carbon-supported metal, or metal alloy catalyst particles typically 2–5 nm in diameter, that have to maintain good contact with the hydrated ionomer. Work during the last 20 years has generated a good understanding and a detailed physicochemical description of the mixed conductor layer containing the dispersed catalyst particles, that is required to maximize catalyst utilization in the PEFC electrode. This resulted in continued optimization of the structure and composition of such catalyst layers and their bonding to the membrane surface. The latter specific area of activity is a very important facet of the science and engineering of PEFCs and DMFCs, paving the way to cost-effective technology.

When it comes to the intrinsic activity of the metal electrocatalyst itself, both the PEFC and DMFC technologies can be described as “strongly challenged”. An air (oxygen) electrode operating in an acid electrolyte presents a well-documented challenge, which is further exacerbated if interfacial water activity falls below unity – a potential problem in the case of the membrane proton conductor. Power densities exceeding 1 kW L$^{-1}$, achieved in hydrogen/air PEFC stacks, are therefore indication for the high quality of PEFC air electrodes developed on the basis of catalyst layers of optimized compositions and proper cell humidification. With such electrochemical and materials science tools, the intrinsically low oxygen reduction reaction (ORR) activity of best-available catalysts can be remedied by effectively utilized catalysts of high surface area. The electrocatalysis challenge on the fuel (anode) side of the PEFC is of different nature, but not much less demanding. Achieving satisfactory “CO tolerance”, as demanded by hydrogen feed streams derived from carbonaceous fuels, has been one of the most intriguing aspects of the electrochemistry of the PEFC and the effective chemical and/or electrochemical approaches developed to provide good CO tolerance are key technology enablers. It is, however, the DMFC that presents the higher electrocatalysis challenge in the fuel (anode) side of the cell. Polymer electrolyte DMFC technology is based on direct and complete electrooxidation of a carbonaceous liquid fuel, that has to be maintained at high rate for thousands of hours at temperature close to ambient. This is highly demanding catalytically; however, it deserves the effort as these fuel cells that convert directly liquid fuel at low temperature are of high value, particularly as man-portable power sources. Various electrochemical and power system aspects of
polymer electrolyte DMFCs are covered in the last part of this chapter.

Finally, the fuel-cell stack and overall PEFC, or the DMFC power system, involve many elements beyond the electrochemical cell itself. The PEFC stack requires effective design and fabrication to achieve uniform current distribution across large cell areas (up to 1 ft²), as well as uniform performance of many individual cells connected electrically in series and having typically parallel fuel and air feed streams. The stack also requires effective heat management to dissipate a heat load typically larger than the electric power generated, under quite limited temperature gradients available between the stack and ambient air. PEFC stack engineering aspects have strongly advanced hand in hand with the advancements in electrochemical and materials science aspects of the technology, with equally important contributions made from both ends to fabrication of high performance, compact PEFC and DMFC stacks.

This field of science and technology was reviewed during the last decade in several papers and books including specific chapters devoted to PEFCs. Two earlier contributions were devoted to a general review of PEFCs [1] and to the potential application of PEFCs and DMFCs for portable power sources [2]. A recent book [3] covers engineering and systems aspects of fuel cells, including significant parts devoted to PEFCs. For Electrochemical Society Symposia Proceeding Volumes cover symposia devoted specifically to the science and technology of polymer electrolyte PEFCs and DMFCs [4]. Finally, a comprehensive source of information on fuel-cell science and technology was provided in the form of a four-volume “Handbook of Fuel Cells” [5], published in 2003. The reader is referred to the above for further relevant material and insight.

8.3.2 The Polymer Electrolyte and Direct Methanol Fuel Cells: Brief Overview of Key Components and Features of Cells and Stacks

Figure 1 provides a schematic presentation of the cross section of a single PEFC. This scheme is used to discuss key materials and processes in the PEFCs. The “heart” of the cell, which is magnified in the scheme, is the so-called MEA. In its simplest form, the “electrode” component of the MEA consists of a thin film (typically 5–10 µm thick) containing a dispersed Pt catalyst. This catalyst layer is in good contact with the ionomeric membrane (the central slab in the scheme in Fig. 1), which serves as electrolyte and fuel/oxidant separator in this cell. The membrane electrolyte ranges in thickness between 25 and 175-µm thickness, with the thinner values usually associated with high-power-density PEFCs and the larger values more typical for DMFCs. The “3-layer” combination of a polymeric membrane with two catalyst layers has been referred to sometimes as catalyst-coated membrane (“CCM”), with the term MEA reserved for the “5-layer” combination including the two gas-diffuser layers (GDLs) (also called backing layers) in immediate contact with the catalyzed membrane (see Fig. 1). The latter are made of wet-proofed porous carbon paper, or carbon cloth, typically 100–300-µm thick. Wet proofing is done by coating the fibers of the carbon paper/cloth with polytetrafluoroethylene (PTFE), typically employing for this purpose an aqueous colloidal suspension of PTFE.

In other modes of PEFC fabrication, the catalyst layer is applied to the porous
Fig. 1  Schematic presentation of a cross section of a single PEFC cell. The cell (left) consists of a proton-conducting membrane catalyzed on each side by a thin film of mixed electronic and protonic conductivity, containing uniformly distributed nanometer size catalyst particles. The gaseous reactants access the catalyst layer through a wet-proofed gas-diffusion backing layer (GDL) attached to each of the catalyst layer outer surfaces. The gaseous reactants pass along the active area of the cell (corresponding to a plane perpendicular to the page) via flow fields that are machined or molded in the current collectors. The current collectors/gas distributors are shown in the scheme as the outermost elements of the unit cell. They become “bipolar plates” in the PEFC stack, each such plate having a flow field for fuel on one side and for air on the other side of an element of high electronic conductivity and negligible gas permeability. The so-called MEA is described schematically in the magnified drawing on the right and corresponds to the most common case of a PEFC catalyst layer consisting of carbon-supported platinum particles, with a diameter of typically 10 nm (carbon) and 2–3 nm (Pt); such Pt/C particles are mixed with proton-conducting medium of recast ionomer and applied to the membrane surface as a catalyst layer typically 1–10 µm thick. Completing the MEA are the two GDLs (hatched) pressed onto the outer surface of each of the catalyst layers.
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Fig. 2 Generic scheme of two adjacent cells in a bipolar stack, highlighting the general form and functions of the bipolar plate. In view is the major plane of the bipolar plate, showing a serpentine flow field designed to evenly distribute the reactant – fuel or air – across the active surface of an adjacent MEA surface (MEAs are designated in the drawing by “11” and bipolar plates by “12”). Each bipolar plate has a flow field of such general type on each of its major sides, with fuel flowing along one side of each plate and air on the other side of the same plate, each plate thereby feeding the cathode side of one MEA and the anode side of the next MEA in the stack. To reach each flow field of an individual cell, the fuel and air both flow along the axial dimension of the stack through manifolds defined by two sets of openings in the plates (top and bottom divided triangular features in the scheme). Access from an inlet manifold to the flow field and back to an outlet manifold is provided on one side of each plate for fuel, and on its opposite side for air. (The additional openings shown on the horizontal edges of the plates stand for optional coolant inlet and outlet manifolds, the use of which would require to add coolant flow fields not shown in this scheme.)

Basic structure is completed by current collector plates with flow fields that could be machined on the major surfaces of the plate, or introduced as part of the fabrication of molded current collector plates. Such flow fields are required for effective distribution of reactant gases across the surface of the PEFC electrode that could be as large as 1000 cm².

A current collector with flow fields on each of the two major surfaces and zero gas permeability across the thickness dimension becomes the “bipolar plate” in the fuel-cell stack. The MEA is typically framed to seal the periphery and confine flow to the designed flow fields. As the generic scheme in Fig. 2 shows, matched openings in the corners of the MEA frame and the bipolar plates define separate manifolds for fuel and air supply along the length dimension of the stack. The fuel and air feed streams enter the anode and cathode of every single cell in the stack from the respective manifolds through a corner inlet point. The exhaust stream leaves through a diagonally opposite outlet point. Air and fuel could, in principle, be designed for parallel or for counterflow along the active surface of the MEA.
Returning to the MEA, the magnified part in Fig. 1 highlights the components of this central element of the PEFC, which consists of a proton-conducting membrane electrolyte with a composite catalyst layer adjacent to each of its surfaces. The scheme shows the catalyst layer as Pt (small circles) supported on carbon (larger circles). This type of supported catalyst has been used in most PEFCs developed in recent years for either transportation or stationary power generation applications. The Pt/C powder, with the weight percent of Pt ranging typically between 20 and 60, is prepared mostly by procedures based on controlled reduction of Pt complexes from aqueous solution to form metal particles of the order of 2 nm in diameter, supported onto the carbon and further stabilized through established principles of colloid chemistry. For use in a PEFC or DMFC, the Pt/C powder has to be effectively intermixed with recast ionomer to provide sufficient ionic conductivity within the catalyst layer. The catalyst layer can hence be described as a Pt/C/ionomer composite, where each of the three components is uniformly distributed within the volume of the layer. The scheme in Fig. 1 highlights PEFC catalyst layers employing Pt/C; however, in the case of DMFCs, “blacks” of Pt or Pt alloys have to date been used as frequently as carbon-supported catalysts, both at the anode, where PtRu alloy catalysts are the common choice, and on the DMFC cathode for which use of Pt black catalysts has been reported. Reasons for the preference of one form of dispersed catalyst against the other are discussed further in Sect. 8.3.5.

The proton-conducting polymeric membrane is the unique element of the PEFC, as is indeed reflected by any of the three names used for this type of cell: PEM fuel cell = polymer electrolyte membrane fuel cell, SPE™ fuel cell = solid polymer electrolyte fuel cell, or PEFC = polymer electrolyte fuel cell. In this chapter, we have preferred the latter acronym. The membrane material commonly employed in most recent PEFC technology developments is poly(PFSA). Nafion™ made by DuPont is the best-known material of this type. Similar materials are produced by Asahi Chemical and Asahi Glass (Japan), as well as by 3M (United States). W.L. Gore developed and provided a composite membrane for PEFCs, with expanded PTFE as backbone and poly(PFSA) as the active material. These structures are aimed at providing improved lateral dimensional stability, particularly to avoid excessive lateral dimensional changes during membrane drying/rehydration cycles. The combined chemical and physical properties of poly(PFSA) membranes give them significant advantages as membrane electrolyte for PEFCs. These membranes exhibit superior long-term chemical stability under both oxidative and reductive environments owing to their Teflon-like molecular backbone. The specific protonic conductivity achieved in well-humidified membranes of this type is of the order of 0.1 S cm\(^{-1}\) at typical cell operation temperatures, which translates, for example, to an areal resistance of 0.05 Ω cm\(^2\) for a membrane of 50-µm thickness. These thin membranes are, at the same time, effective gas separators: the permeability of both oxygen and hydrogen through the membrane is of the order of \(10^{-11} – 10^{-10}\) mol cm\(^{-1}\) s\(^{-1}\) atm\(^{-1}\), which translates to a gas crossover equivalent current density of 1–10 mA cm\(^{-2}\) through a membrane in an operating fuel cell. This “leakage current” is at or below 1% of
the operating current of a PEFC – typically around 1 A cm\(^{-2}\).

The two important drawbacks of PFSA membranes are the limited range of temperatures in which they can be effectively employed and their high cost at present. The first limitation typically forces operation of PEFCs at temperatures below 100 °C, although some increase in the temperature of operation, e.g., to 120 °C, is possible at the expense of operation under pressurized steam. The upper limit on the temperature is dictated by the need of effective humidification of the membrane, a prerequisite for maximizing membrane protonic conductivity. Effective humidification requires, in turn, operation with poly(PFSA) membranes in a temperature/pressure domain corresponding to a dual-phase (liquid/vapor) water system because complete humidification requires the membrane to be in contact with liquid water. The need of liquid water in contact with the membrane to maximize cell performance also results in the need of subsystems adjacent to the stack, which ensure sufficient water content in the stack. This can be done, for example, by returning much of the water exhausting the stack cathode back to the stack using a water vapor exchanger (“enthalpy exchanger”) in which the incoming airstream flows counter to the cathode exhaust stream before entering the cathode inlet, the two streams being separated in the exchanger by a membrane of high water mobility, for example, a thin Nafion™ membrane [6].

As to the cost of the poly(PFSA) membrane, it has been repeatedly projected that the present cost of 500–1000 $/m², corresponding to 50–100 $/kW generated in the PEFC, should come down substantially as the market for the membrane increases significantly, particularly under a scenario of large-scale application in electric vehicles.

Adjacent to the ionomeric membrane on both sides are the thin films containing the catalyst (Fig. 1), usually referred to as catalyst layers. These catalyst layers could be based on Pt or Pt alloy “black” of typical mass loadings of 1–4 mg Pt/cm² of membrane area, as used till date in some polymer electrolyte DMFCs, or could be composites of carbon-supported Pt and recast ionomer of lower Pt loading of 0.1–0.4 mg Pt/cm² on each electrode, as developed for terrestrial transportation applications of PEFCs. The choice of carbon-supported versus unsupported catalyst (catalyst “black”) depends on the intrinsic activity of the catalyst in the required electrode reaction and on cost considerations. Supported catalysts are more highly dispersed and, therefore, provide higher surface area per unit mass, or per unit cost of the precious metal catalyst. Carbon-supported Pt can typically provide catalyst surface areas of the order of 150–600 cm² Pt/cm² of membrane area, in a catalyst layer that is typically 10 µm thick or below, Pt mass loading of 0.1–0.4 mg Pt/cm² of the membrane. Such Pt mass loading and overall catalyst surface area per cm² of the membrane are typical in advanced MEA technology developed first in the 1990s for hydrogen/air PEFCs [7–13], targeting highly cost-sensitive applications, primarily in transportation. In spite of the lower dispersion achievable, unsupported catalysts (catalyst “blacks”) are still preferred in applications where the catalyst surface area required per square centimeter of membrane cross-sectional area is 1000 cm² or higher, that is, an order of magnitude higher than that typically used in advanced CCM technology for PEFCs. This requirement of very high overall catalyst surface area arises because
of intrinsically slow interfacial kinetics and lower temperature of cell operation particularly when both constraints apply, as, for example, in the case of polymer electrolyte DMFCs for portable power applications. In the latter case, “packaging” of the carbon-supported catalyst to achieve as much as 1000 cm² Pt/cm² of membrane area would result in catalyst layers much thicker than 10 µm, resulting, in turn, in limited catalyst utilization because of prohibitive charge and mass-transport limitations within catalyst layers of excessive thickness [10, 11, 13]. The significantly higher volume fraction of Pt in an optimized Pt black/ionomer composite versus that achievable in a Pt/C//ionomer composite, then becomes a significant advantageous feature of the black. The particle size of blacks is typically around 5 nm or larger; however, the metal volume density advantage outweighs the dispersion advantage of the supported catalyst when the target is a packing of higher catalyst surface area (≥1 mg cm⁻² of membrane surface), within a catalyst layer of limited thickness.

The electrochemical processes in the fuel cell take place at the interface between the dispersed anode and cathode electrocatalysts and hydrated ionomer electrolyte. In the hydrogen/air or reformate/air fuel cell, the processes at the anode and cathode, respectively, are as follows:

\[ 2 \text{H}_2 = 4 \text{H}^+ + 4e^- \quad (2) \]

and

\[ \text{O}_2 + 4e^- + 4\text{H}^+ = 2\text{H}_2\text{O} \quad (3) \]

In the direct methanol polymer electrolyte cell (methanol/air fuel cell or DMFC), the anode process is as follows:

\[ \text{CH}_3\text{OH} + \text{H}_2\text{O} = \text{CO}_2 + 6\text{H}^+ + 6e^- \quad (4) \]

and the cathode process:

\[ 1.5\text{O}_2 + 6\text{H}^+ + 6e^- = 3\text{H}_2\text{O} \quad (5) \]

In addition to the interfacial catalytic activity required to achieve and sustain a certain current density at a design cell voltage and temperature, the reactant mass transport has to be facilitated to maximize the overall rate of the fuel-cell electrode process, which is practically always under “mixed control” by rates of interfacial and mass-transport processes. The porous backing layer placed behind the catalyst layer (Fig. 1) enables effective gaseous reactant supply to the catalyst layer. Wet proofing by PTFE ensures that at least part of the pore volume in the cathode backing remains free of liquid water in an operating fuel cell, enabling high rate, gas-phase transport practically all the way to the catalyst surface. The scale of the porosity and the amount of PTFE added are important parameters that determine the effectiveness of the backing layer in fulfilling the combined tasks of gas and water transport, to and from the catalyst layer, respectively. Obviously, the backing layer (GDL) has to be made of material of high and stable electronic conductivity in the electrochemical environment of the fuel cell. Most of PEFC backing layers to date have consequently been based on wet-proofed porous carbon paper or cloth.

The outermost element of the unit cell (Figs 1 and 2) is the current collector plate, which typically contains a machined or molded gas flow field. These two functions of current collector and gas flow field may be fulfilled, in principle, by two separate components; however, in most of the cells and stacks built to date, the flow field is introduced as part of the current collector fabrication process. A current collector plate, with machined or molded flow field on each of its sides, becomes the
“bipolar plate” in the PEFC or DMFC stack (Fig. 2). The flow field has a wide range of possible geometries, for example, a single serpentine channel, parallel channel flow, and series-parallel combinations. This geometry is highly significant in fulfilling the requirements of uniform supply of gases across electrodes of large PEFC stacks of active areas of 250–1000 cm², together with effective water supply and/or water removal. Serving as an electronic current conduit and allowing fuel flow along one of its main surfaces and airflow along the other, the bipolar plate material has to exhibit high electronic conductivity and be impermeable to oxygen and fuel. At the same time, it has to be built as thin and light as possible, to achieve stack power density and specific power targets. Graphite, carbon/plastic composites, and metals like stainless steel and titanium, with or without surface coating or treatment, have been considered as bipolar plates/flow fields in PEFCs and DMFCs. The important advantage of the carbon-based materials is their good immunity to corrosion in the PEFC and DMFC electrochemical environments, whereas their cost, particularly of molded composite plates, can in most cases be brought down sufficiently with larger-scale manufacturing. The main drawbacks of carbon-based composites as bipolar plate materials are limited mechanical strength, which calls for a significant minimum plate thickness, and nonnegligible electronic resistance, particularly contact resistances that could arise as a result of surface depletion of the carbon component in a carbon/plastic composite. The latter problem can be avoided by using plates with a continuous graphite phase. One type of such bipolar plates, commercialized by Graftech (United States), uses natural graphite as raw material and allows molding plates with flow fields on both sides. Metal bipolar plates have some important advantages over carbon-based materials: better mechanical properties and higher electronic conductivity. Consequently, stacks based on metal hardware can achieve tighter packaging by using thinner bipolar plates and, therefore, achieve higher stack power densities. However, corrosion susceptibility of metal hardware in PEFCs and DMFCs remains a challenge. Conflicting reports have described, on the one hand, successful implementation of metal hardware for PEFC and DMFC stacks and, on the other hand, testing showing insufficient immunity to corrosion. It seems that the choice of a specific metal alloy or surface-coated metal for PEFC hardware may be critical in achieving long-term, trouble-free performance. Reference 14 summarizes information on performance and durability of graphite and carbon composite bipolar plate materials, in addition to metal hardware including primarily stainless steel and surface-coated titanium and aluminum.

An MEA/bipolar plate pair is the building block repeat unit of the fuel-cell stack. The length of the stack, that is, the number of MEA/bipolar plate pairs stacked in series is determined by the source voltage required by the relevant load, with this number reaching, for example, 300 cells in transportation applications which require a 200-V power source. The surface area of each cell in the stack is then determined by the maximum power demand, for example, in such a 300 cell, 200-V stack, a cell active area of 250 cm² (1/4 ft²) generates 50 kW of total power at current density of 1 A cm⁻², achievable at a PEFC single cell voltage of 0.66 V. The PEFC has been developed to date for a wide variety of applications, ranging from 50 to 200 kW stacks...
for primary power sources in transportation, all the way down to 1-W power sources for portable power in consumer electronics applications. These different applications obviously result in a wide variety of stack sizes and architectures.

An idea about stack sizes associated with potential transportation applications is given in Figs 3–5. Figure 3 shows an MEA mounted in a frame, to be used in a PEFC stack for transportation applications. Figure 4 shows the assembly of such a PEFC stack. It can be seen that hundreds of cells are stacked in series to provide the voltage requirement in an electric power train in a vehicle, typically over 250 V. Figure 5 shows a 75-kW PEFC developed for vehicular applications, in testing before installation in the vehicle. In (big) contrast, Fig. 6 shows the dimensions of a 1-W DMFC “stack” which, in this case, is actually not a stack in the ordinary sense, but rather a planar array of single cells connected in series electrically by current conduits external to the cells; a platform described as “monopolar” (as opposed to bipolar) series connection. The DMFC is “air breathing”, that is, it is designed to be supplied by only a small flow of methanol fuel on one side, whereas air is supplied by natural convection and diffusion alone to the other side of this array of cells. It can be readily understood (see Fig. 4) that the design for air-breathing cathodes calls for a flat, monopolar array of cells to achieve effective air supply to all cell cathodes without resorting to an air mover of any type.

8.3.3 The Polymer Electrolyte and Direct Methanol Fuel Cells: Power Output and Energy-conversion Efficiency

The two primary merit parameters of a fuel-cell power source are the power output
and the energy-conversion efficiency. The power output is usually gauged in terms of power density (kW L$^{-1}$) and/or specific power (kW kg$^{-1}$) of the stack, including the air, fuel, and water-management components, reflecting the ability to “package” some required power generating capacity into volume and/or weight restrictions set by some application. An example could be the packaging of a primary, 80-kW (109-HP) vehicular power source, under the hood of a passenger car, with the volume allowed for the fuel-cell stack limited to 60 L. This particular demand would require a stack of power density of 1.33 kW L$^{-1}$. PEFC-based power sources have become attractive technology for transportation applications owing mainly to demonstrated power densities of the order of 1 kW L$^{-1}$, similar to power densities of internal combustion engines. Fundamentally, this high performance of the PEFC is enabled by high interfacial activities at the catalyzed surfaces of the hydrated polymeric membrane and by the thin dimensions of the unit cell. The latter is enabled, in turn, by robust ionomeric membranes of thicknesses as
The combination of high intrinsic interfacial activity at the Pt/ionomer interface and effective catalyst dispersion also provides a key for high energy-conversion efficiency. The overall efficiency of a fuel cell converting fuel to electric power at some voltage, \( V_{\text{cell}} \), across the load, is calculated as:

\[
\eta_{\text{cell}} = \eta_{\text{fuel}} \times \eta_v
\]  

(6)

where \( \eta_{\text{fuel}} \) is the so-called fuel efficiency or fuel utilization, defined as the fraction of fuel flow into the cell converted to electric current, whereas the voltage efficiency \( \eta_v \) is defined as the cell voltage at the design point of operation divided by the thermodynamically allowed maximum voltage of the cell, \( V_{\text{cell}}^0 \):

\[
\eta_v = \frac{V_{\text{cell}}}{V_{\text{cell}}^0}
\]  

(7)

where \( V_{\text{cell}}^0 \) is calculated as

\[
V_{\text{cell}}^0 = \Delta G^0 / nF
\]  

(8)

The value of \( V_{\text{cell}}^0 \) for a hydrogen/air fuel cell, 1.23 V at 25°C and unity activities of hydrogen, oxygen, and water would be further corrected by the Nernst equation for specific values of \( p_{H_2}, p_{O_2}, a_{H_2O} \), and a specific cell temperature. The corresponding Gibbs free energy change for the process in the methanol/oxygen cell, that is, \( \text{methanol} + \text{oxygen} = \text{water} + \text{CO}_2 \), corresponds to 1.21 V under standard conditions of 25°C and unity activity of reactants and products.

The use of \( V_{\text{cell}}^0 \) derived from the Gibbs free energy change (Eq. 8) in such calculations of the voltage efficiency in PEFCs is the accepted practice. However, it can be argued that the maximum theoretical conversion efficiency in a \( \text{H}_2/\text{O}_2 \) fuel cell should be calculated not on the basis of \( \Delta G \), but rather of \( \Delta H \), the enthalpy change in the process, as the latter reflects the total energy content of the fuel. The enthalpy change in the conversion: \( \text{fuel} + \text{oxygen} = \text{water} (+\text{CO}_2 \text{ in the case of methanol fuel}) \), is calculated for temperatures significantly lower than 100°C with consideration of water in liquid form as final product. The relevant value of \( \Delta H^0 \) then corresponds, for the hydrogen/oxygen couple, to 1.48 V, rather than 1.23 V. The use of 1.23 V for \( V_{\text{cell}}^0 \) in calculation of the voltage efficiency for a PEFC therefore requires some justification. One argument is that, in reality, under the active airflow along the cell cathode required to maintain cell performance, all the water product is likely to exhaust the cathode as vapor, rather than liquid, at a common cell temperature near 80°C. An additional argument of different nature is that, in conversion efficiency calculations for the same fuel in combustion processes, the “low heating value” of the fuel is used consistently, that is, the heat released when water vapor is the final product. The “low heating value” of the fuel is practically equivalent to the Gibbs free energy change in the PEFC process and, therefore, the use of Eq. (8) to calculate \( V_{\text{cell}}^0 \) amounts to
adaptation of the same “yardstick” for conversion efficiencies in the two types of fuel conversion processes, electrochemical and combustive.

As seen from Eqs (6) and (7), the overall efficiency of the fuel-cell scales linearly with the voltage across the cell under load and for hydrogen/air fuel cells, where \( \eta_{\text{fuel}} \) is very close to 100% and the overall cell efficiency is practically equal to \( \eta_{\text{c}} \). Fuel-cell technology therefore ascribes high value to maximizing the cell voltage at any specified power demand. As would be expected, there is, however, a trade-off between the two main merit parameters of the fuel cell, conversion efficiency and power output. To evaluate the expected dependence of fuel-cell power on conversion efficiency, the cell “polarization curve” (i.e., the dependence of the cell voltage, \( V_{\text{cell}} \), on the cell current, \( J \)) is the starting point. The latter is given, in general terms, by the following expression:

\[
V_{\text{cell}} = V_{0} - \frac{RT}{F} \left( \frac{J_{\text{cell}}}{\eta_{\text{an}} J_{0,\text{an}}} \right) - b_{\text{cath}} \log_{10} \left[ \frac{J_{\text{cell}}}{J_{\text{lim,\text{cath}}}} \right] - J R_{\text{ohm}}
\]

(10)

Following the general form of Eq. (9), a voltage–current density polarization curve for a hydrogen/air PEFC can be described in more specific terms by Eq. (10).

To highlight the major features of the PEFC polarization characteristics and their electrochemical origins, Eq. (10) is written assuming simple behavior of the fuel-cell anode and cathode behaving as ultrathin electrodes of total specific catalyst surface area (square centimeter of Pt per square centimeter of cross-sectional area) set by mass loading and dispersion of the catalyst. Additional losses in a PEFC electrode due to transport through the thickness dimension of the catalyst layer (see Sect. 8.3.7.2C) are not considered in Eq. (10) for the sake of simplicity. The equation can be seen to assume a constant “Tafel slope”, \( b_{\text{cath}} \), for the interfacial oxygen electrode process through the current range covered and a voltage loss at the hydrogen anode calculated from the relevant linear relationship between \( \eta_{\text{an}} \) and \( J \), which applies because the cell current densities (per square centimeter of Pt) are of the same order or smaller than the exchange current density of the anode process. The PEFC-limiting current is set by the air cathode limiting current, \( J_{\text{lim,\text{cath}}} \), which is generally determined, in turn, by the rate of (gas phase) diffusion of oxygen from air through a porous cathode-backing layer of about 300-µm thickness, with the pores filled
Fig. 7 (a) Simulated voltage/current density and efficiency/current density relationships for a hydrogen/air PEFC based on Eq. (10), assuming the following parameters: $J_{0,an} = 0.05 \text{ A cm}^{-2}$ Pt, $J_{0,cath} = 10^{-7} \text{ A cm}^{-2}$ Pt, or $10^{-6} \text{ A cm}^{-2}$ Pt, $a_{an} = a_{cath} = 100 \text{ cm}^2 \text{ Pt/cm}^2$ geo, $b_{cath} = 100 \text{ mV/decade of current density}$, $J_{lim,cath} = 2.0 \text{ A cm}^{-2}$ and $R_{ohm} = 0.1 \Omega \text{ cm}^2$. (b) Areal power density plotted against cell voltage and against cell conversion efficiency, for PEFCs of current voltage characteristics shown in Fig. 7(a).
by nitrogen and water vapor [13]. Specific values of the parameters in Eq. (10) used to generate Fig. 7(a) below were $J_{0,an} = 0.05 \text{ A cm}^{-2} \text{ Pt}$, $J_{0,cath} = 10^{-7} \text{ A cm}^{-2} \text{ Pt}$, or $10^{-6} \text{ A cm}^{-2} \text{ Pt}$ $a_{an} = a_{cath} = 100 \text{ cm}^2 \text{ Pt/cm}^2 \text{ geo}$, $b_{cath} = 100 \text{ mV/decade of current density}$, $J_{lim,cath} = 2 \text{ A cm}^{-2}$ and $R_{\text{ohm}} = 0.1 \Omega \text{ cm}^2$. These electrode parameters are typical for electrodes of low Pt loadings of 0.1–0.2 mg Pt/cm$^2$ of electrode area, operating near 80 °C, and the specific resistance is typical of the poly(PFSA) membranes used in PEFCs. Because the cathode voltage loss is, by far, the most dominant, two levels of intrinsic catalytic activity are considered in the polarization curve based on Eq. (10): $J_{0,cath} = 10^{-7} \text{ A cm}^{-2} \text{ Pt}$ and $10^{-6} \text{ A cm}^{-2} \text{ Pt}$, highlighting what such improvement by an order of magnitude in cathode catalytic activity could do to enhance the conversion efficiency/power density combination available from a PEFC stack. It is obvious that the same enhancement can be achieved with higher active catalyst surface area (higher $a_{cath}$), although the latter approach will incur higher cost. As can be seen from actual, measured PEFC polarization curves for operation on neat hydrogen and oxygen, and neat hydrogen and air, shown in Fig. 8, the calculated polarization curves in Fig. 7(a) reflect quite well the polarization characteristics of hydrogen/air PEFCs, employing thinner, state-of-the-art poly(PFSA) membranes. The curves shown in Fig. 8 exhibit, however, stronger voltage losses at the highest cell currents that are caused by transport limitations within the cathode catalyst layer, not considered in the simplified calculation (Eq. 10), which assumes ultrathin electrodes.

As the PEFC power output, per unit MEA surface area is given, at some cell voltage, by $P_{\text{out}} = V_{\text{cell}} \times J_{\text{cell}}$ and, since the increase in $J_{\text{cell}}$ with drop in $V_{\text{cell}}$ is superlinear through most of the useful cell voltage range (Fig. 7(a)), $P_{\text{out}}$ increases with the rise in cell current/decrease in cell voltage, until further rise in cell current brings about the much sharper voltage drop caused by cathode mass-transport limitations (Fig. 7(a)). The consequence is an inverse relationship between cell power output, $P_{\text{out}}$, and cell voltage, $V_{\text{cell}}$. and, in cases where the fuel efficiency $\eta_{\text{fuel}}$ is practically independent of cell current, the same inverse relationship would be observed between the power output, $P_{\text{out}}$, and the cell conversion efficiency $\eta_{\text{cell}}$ (Eq. 7). Calculated $P_{\text{out}}$ versus $V_{\text{cell}}$, and versus $\eta_{\text{cell}}$ for the polarization curves in Fig. 7(a) are given in Fig. 7(b). The case $\eta_{\text{cell}} = \eta_v$ (Fig. 7(b)) applies to the hydrogen/air PEFC; however, this is not the case for the methanol/air cell, where $\eta_{\text{fuel}}$ can vary significantly with cell current under some given rate of fuel delivery to the anode. The dependence of $P_{\text{out}}$ on $\eta_{\text{cell}}$ in the DMFC is therefore quite different than that shown in Fig. 7(b) and is discussed in detail in the section 8.3.8.2 as evident from actual, measured cell performance (Fig. 8), the calculated power efficiency plots in Figure 7(b) reveal the typical range of areal power output/conversion efficiency combinations, available from a hydrogen/air PEFC. At peak power of 0.7 W cm$^{-2}$ (0.7 kW ft$^{-2}$) of electrode cross-sectional area, the conversion efficiency is close to 50%, whereas at 25% of this peak power the conversion efficiency can be as high as 70%.

Conversion from areal power output of an MEA, $P_{\text{out}}$, expressed typically as W cm$^{-2}$, to stack power density $P_{\text{stack}}$, expressed typically in units of watts per cm$^3$ or kilowatts per liter, is determined by two factors: the width of a single unit cell in the stack (“cell pitch”), $\delta_{\text{cell}}$, and the fraction
Polymer electrolyte fuel cells

Fig. 8  Hydrogen/oxygen and hydrogen/air PEFC performance on low Pt catalyst loadings, as obtained at Los Alamos National Laboratory in the early 1990s using catalyst 'inks' applied to the membrane surface. Cell characteristics are shown for several poly(PFSA) membranes of different thicknesses, with catalyst loadings in the range of 0.12–0.16 mg Pt/cm² applied to each side of the membrane.

Notice: (a) the current limit of 1.5 A cm⁻² in the case of the thicker membrane is clearly associated with strong increase in membrane resistance with cell current in the case of the Nafion 117 membrane, which is lifted for thinner membranes (see Sect. 8.3.4.4.3); (b) the current limit of 2 A cm⁻² for operation on air (but not on oxygen) with thinner membranes is caused by oxygen transport limitations as a result of dilution in the inert mixture of nitrogen and water vapor.
of active volume out of the total volume of the stack, \( f_{\text{active}} \). This fraction enhanced by minimizing nonactive components of the stack, including end plates, fuel and air feed plenums, and extra components devoted to stack humidification, for example, “enthalpy exchangers”. \( P_{\text{stack}}^* \) is given, in general, as

\[
P_{\text{stack}}^* = P_{\text{out}}[1/\delta_{\text{cell}}]f_{\text{active}} \tag{11}
\]

As an example, at 0.6 W cm\(^{-2}\) of MEA area, unit cell width of 3 mm, and active volume fraction in the stack of 60%, the volume power density of such stack is calculated as 1.2 W cm\(^{-3}\) or 1.2 kW L\(^{-1}\).

Considering the very low exchange current density of the ORR process in aqueous acid electrolytes, the most significant single achievement leading to such high-performance hydrogen/air PEFCs, is the PEFC air electrode technology. Resolving the cathode voltage loss and tying it to the interfacial activity helps clarify how such high air electrode activity is achieved. This requires determination of the cathode potential, \( V_{\text{cath}}(J) \), at cell current \( J \), which requires, in turn, correction of the measured cell voltage, \( V_{\text{cell}}(J) \), for ohmic loss. The ohmic component of the cell impedance, \( R_{\text{cell}} \), is measured as the high-frequency component of the impedance (1–10 kHz) with the precise value of the frequency best selected by a phase angle of zero degrees (i.e., no imaginary component). An “iR-corrected cell voltage” can then be calculated at each measured current density, from the measured \( V_{\text{cell}} \) and \( R_{\text{cell}} \), according to

\[
V_{\text{corr}}(J) = V_{\text{cell}}(J) + JR_{\text{cell}}(J) \tag{12}
\]

In a PEFC with a pure hydrogen anode feed, \( V_{\text{cath}}(J) \) is practically identical to \( V_{\text{corr}}(J) \), as the anode overpotential \( \eta_{\text{an}} \) is, at the most, 10 mV at a cell current density of 1 A cm\(^{-2}\). With \( V_{\text{cell}} \) near 0.60 V at cell current density of 1 A cm\(^{-2}\) – a typical PEFC peak-power point at \( T_{\text{cell}} = 80^\circ\text{C} \) – and with \( R_{\text{cell}} \) of typically 0.1 \( \Omega \) cm\(^2\), \( V_{\text{cath}} \) would be given to good approximation as \( V_{\text{cath}} = 0.6 \text{ V} + JR_{\text{cell}} = 0.70 \text{ V} \) versus RHE. At \( V_{\text{cath}} = 0.70 \text{ V} \), \( \eta_{\text{cath}} \) is over 0.5 V and the ORR current density per square centimeter Pt is expected to be 4–5 orders of magnitude higher than the exchange current density (see Eq. 10), that is, \( J_{\text{cell}} = 10 \text{ mA cm}^{-2}\text{Pt} \). Consequently, a cell current of 1 A cm\(^{-2}\) of MEA cross-sectional area will be obtained at \( V_{\text{cath}} = 0.70 \text{ V} \) with 100 cm\(^2\) of catalyst area per square centimeter of MEA cross-sectional area. This degree of “surface area amplification” is achievable at 0.1–0.2 mg Pt/cm\(^2\) of MEA, assuming a Pt particle size of 2 nm and a high catalyst surface utilization. In summary, a low ohmic loss and good technology of catalyst dispersion and utilization enables to reach in a PEFC an areal power density of 0.6 W cm\(^{-2}\) together with a conversion efficiency of 40–50%, in spite of the intrinsically low activity of the air electrode (\( J_{\text{0,cath}} = 10^{-7}–10^{-6} \text{ A cm}^{-2}\text{Pt} \)). The cathode voltage loss, \( \eta_{\text{cath}} \), of over 0.5 V, required to reach the maximum power point in the PEFC, corresponds, however, to a loss of over 40 percentage points (0.5/1.23) in voltage efficiency, that is, in conversion efficiency. Another smaller loss of eight percentage points (0.10/1.23) is incurred by the PEFC’s ohmic resistance, associated with the membrane electrolyte itself and with inner cell contact resistances.

In the case of the DMFC, a typical design point of \( V_{\text{cell}} = 0.45 \text{ V} \), in a state-of-the-art cell, would allow a current density of 0.2 A cm\(^{-2}\) at cell temperature of 80°C. Under these conditions, the anode potential would typically be 0.4 V versus
RHE, the cathode potential 0.85 V versus RHE, and the \( iR \) loss (at 0.2 A cm\(^{-2}\)) would typically be 0.03–0.05 V. In the case of the DMFC, the anode and cathode contributions to cell voltage loss, and hence to efficiency loss, are comparable, each causing, at an areal power density \( P_{\text{out}} = 0.1 \text{ W cm}^{-2} \), an voltage efficiency loss of around 30%. With the additional \( iR \) loss of 4%, the resulting overall voltage efficiency is \( \eta_v = 36\% \). Unlike the case of the PEFC, the fuel efficiency, \( \eta_{\text{fuel}} \), in the case of the DMFC could be quite lower than 100\%, and, to calculate the overall efficiency, this factor also has to be carefully considered (Eq. 6). At \( \eta_{\text{fuel}} = 90\% \), which is achievable by proper design of cell and operating conditions as discussed in Sect. 8.3.8.2, the overall DMFC stack conversion efficiency at peak power would be \( \eta_{\text{cell}} = 32\% \). Operation of the DMFC at half the maximum power output (0.05 W cm\(^{-2}\)) could raise the cell voltage to 0.50 V and, consequently, raise \( \eta_v \) to 42\%, and, with \( \eta_{\text{fuel}} = 90\% \), the DMFC conversion efficiency will be \( \eta_{\text{cell}} = 38\% \).

With areal power outputs only 20–30\% that of a PEFC and an energy-conversion efficiency of 30\% near peak power versus 50\% in the case of the PEFC, the DMFC remains of great interest because of the attractive properties of methanol fuel, a liquid of high energy density under ambient conditions, and because the DMFC enables direct conversion of this liquid carbonaceous fuel to electric power. Particularly in portable applications, these features help minimize the overall dimensions of the power system (fuel + fuel cell + auxiliaries) and achieve high system energy density.

Looking at both the PEFC and DMFC state of the art, one can readily recognize the “empty half of the glass”, side by side with the “full half of the glass”. While exceeding at such low temperature the conversion efficiencies of internal combustion engines at similar volume power densities the voltage losses in the PEFC and DMFC at useful power densities remain substantial. As explained earlier in this section, these losses originate from limited interfacial kinetics and limited transport rates, as well as from membrane electrolyte properties. The fundamental nature of cell components and materials and cell losses associated with each are discussed in more detail in the following sections.

8.3.4
The Ionomeric Membrane

8.3.4.1 Chemical Structure and Chemical Stability of Proton-conducting Polymeric Membranes

PEFCs are defined as a special class of fuel cells owing to the polymeric nature of the electrolyte. This electrolyte confers on the PEFC unique properties of a pseudo-solid-state device (only deionized water needs to be managed), operating at relatively low temperatures. The properties of the polymeric membrane are, therefore, the key for achieving high cell performance and long-term stability. Chemical structures of a variety of membrane materials that have been used in PEFCs, or developed and tested for PEFCs, are shown in Table 1.

Initially, poly(styrenesulfonic acid) (PSSA) and sulfonated phenol-formaldehyde membranes were used for PEFCs, but the useful life of these materials was limited because of significant degradation under fuel-cell operating conditions. A critical breakthrough was achieved with the introduction of Nafion®, a perfluorinated polymer with side chains
### Tab. 1  Chemical structures of Ionomeric Membranes Employed in (or considered for) PEFCs and DMFCs

<table>
<thead>
<tr>
<th>Membrane</th>
<th>Chemical structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSSA</td>
<td>((\text{H}_2\text{C}–\text{CH}_2)_n) (\text{SO}_3\text{H})</td>
</tr>
<tr>
<td>Nafion</td>
<td>((\text{CF}_2\text{CF}_2)_m(\text{CF}_2\text{CF})_m)</td>
</tr>
<tr>
<td>Poly(PFSA)</td>
<td>((\text{CF}_2\text{CF}_2)_m(\text{CF}_2\text{CF})_m) (\text{CF}_2\text{CF}_2\text{SO}_3\text{H})</td>
</tr>
</tbody>
</table>

Poly(PFSA) of shorter chain as in the membrane, first presented by Dow Chemical. Similar membrane is now fabricated elsewhere.
α, β, β-Trifluorostyrene grafted onto poly(tetrafluoroethylene-ethylene) with postsulfonation

Polybenzimidazole – the polymer used as membrane in the fuel cell is intermixed with neat phosphoric acid

Sulfonated polyaromatics (partly fluorinated in this specific case), tested for possible operation at $T_{cell} > 100^\circ C$ and/or lower methanol permeability
terminating in sulfonic acid moieties. This specific material and its close poly(PFSA) relatives are currently the state of the art in membranes for PEFCs, satisfying, to a significant degree, the requirements for effective use in fuel cells, albeit with some remaining outstanding longevity issues. The poly(PFSA) membranes combine well the important requirements of high protonic conductivity, relatively high chemical stability under relevant operating conditions, and low gas permeabilities. Continuous tests of PEFCs based on such membranes under constant load for $10^4$ hours and more with limited performance loss have been documented [13]. In spite of extensive work on alternative proton-conducting membranes for the PEFC, poly(PFSA) membranes have maintained to date a position of advantage versus any alternative, established due to the combined properties of high protonic conductivity and superior chemical and mechanical robustness. A central source of PFSA membranes is DuPont (United States), where these membranes were invented in the 1960s, used first in the 1960s for the fuel cell in the Gemini space program and made first into a commercial product (in Na$^+$ form) for the chlor-alkali industry. Other sources of PFSA membranes for fuel cells have been Asahi Glass (Japan), Asahi Chemical (Japan), and 3M (United States). Microcomposite membranes for fuel cells based on PFSA as the proton-conducting material have been developed at and supplied by W.L. Gore (United States). The latter membrane has a backbone made of expanded PTFE, providing better mechanical strength particularly for thinner membranes ($<50\,\mu$m) and limiting membrane dimensional changes following repeated dry–wet cycles. A PFSA component of the Gore membrane, apparently filling the porous network in the reinforcing, expanded PTFE backbone, provides protonic conductivity of the same order as that obtained from homogeneous PFSA membranes.

The three-dimensional structure of some of these poly(PFSA) membrane materials has been extensively studied and reviewed [14–16]. Eisenberg and coworkers [14] showed first that ion aggregates form in poly(PFSAs). The energetics of cluster formation have been discussed in Ref. 17. The existence of these ionic nanoclusters is generally agreed upon. Details of their size and distribution and the effective porosity and tortuosity of the resulting aqueous/ionic nanoscale network that forms from them within the membrane have been recently revealed by small angle X-ray spectroscopy (SAXS), particularly the tapping mode (TM) atomic force microscope (AFM) work [18]. The latter technique demonstrated ionic domains in Nafion membranes exposed to normal ambient humidity, which exhibit high degree of uniformity in spacing, with an approximate size of 4–10 nm in diameter.

Images of water-swollen membranes presented clumps of ionic regions that increased to 7–15 nm in size while appearing to have coalesced into channel-like shapes. Recent work by Weber and Newman [19] suggested that contact with liquid water is a prerequisite for the significant widening of the interaggregate channels, thereby explaining the significant further rise in water and proton mobility in poly(PFSA) membranes on transition from saturated water vapor to liquid water in contact with the membrane.

In spite of their superior characteristics for PEFCs, PFSA membranes do have some weak points. Firstly, their relatively high cost ($500–1000\,\text{S/m}^2$) has inspired
continued work on lower cost alternatives. It is unclear how much the cost of poly(PFSA) membranes could drop if the demand for them increases, but it has been argued that a 2 order-of-magnitude increase in the market for such membranes—that their market is now limited to chlor-alkali industry application and to development, demonstration, and testing of PEFC power system prototypes—will bring about an order-of-magnitude decrease in their price. For transportation, considered the largest potential market for PEFCs in the longer run, the target power system cost is under 50 $/kW and that would require the lowering of membrane cost to well under 50 $/m². A drawback of a different nature is the limited temperature range over which these membranes can be effectively used. The upper temperature limit is usually considered around 100 °C because of the low membrane water content above that temperature under low internal over-pressure. Above 100 °C the water content in a poly(PFSA) membrane required to maintain high proton conductivity, can be achieved only under significant water vapor pressure elevated total pressure requiring, in turn, maintained in the fuel-cell stack. The low limit of the useful temperature window is set by the strong fall of the protonic conductivity in a hydrated PFSA membrane under the freezing point of water. The inner PEFC temperature window, enabling high performance, is consequently considered 0–100 °C (preferably 10–80 °C) and, in the design of a PEFC stack subsystem, provision has to be made to raise the cell temperature above the freezing point of water when the ambient temperature is lower than that, and proper shedding of heat generated by the cell process is required to limit the rise of the cell temperature to a maximum near 80 °C.

For optimal use in fuel cells, in addition to the primary requirement of high protonic conductivity, the membranes employed in PEFCs must be chemically and mechanically stable in the fuel-cell environment. The chemical stability requirement has been an important issue since the initial development of membranes for PEFCs. Degradation of PSSA membranes used initially for PEFCs in the early 1960s is severe even under conditions significantly milder than those encountered in an operating fuel cell [20, 21]. Consequently, the introduction of the poly(PFSA) membranes, where C–H bonds are fully replaced by C–F bonds in the polymer structure, enabled an important step-up in membrane stability in the operating PEFC. Subsequent attempts to develop alternative membranes, not based on perfluorinated polymers, have included, for example, ionomers with poly(aromatic) backbones and fluorinated, sulfonic acid–terminated sidechains. The latter membranes, as a rule, have lower protonic conductivity at a given degree of sulfonation, or given equivalent weight (EW), because of smaller tendency for the nanoscale, aqueous ionic phase separation, which occurs most readily in ionomers with highly hydrophobic, perfluorocarbon backbone. Otherwise, such “hydrocarbon membranes” show, as a rule, lower chemical stability versus that exhibited by “perfluorinated membranes”.

In spite of the documented, relatively high chemical stability of poly(PFSA) membranes in the fuel-cell environment, recent extensive work looking into the origins of performance loss observed in PEFCs has revealed important mechanisms of degradation that apply to perfluorinated membranes (while being further amplified in nonperfluorinated membranes). An important mechanism of membrane
deterioration identified, is attack by OH radicals that tend to form by recombination of oxygen and hydrogen, taking place typically by oxygen crossing over through the membrane to the anode and reacting there with hydrogen, or vice versa. Following such initial attack by OH radical, further poly(PFSA) membrane attack can occur by hydrogen peroxide, a product of the PEFC cathode in the presence of various adsorbed impurities. This mechanism was, in fact, revealed during early stages in the development of PEFCs with poly(PFSA) membranes [20], but was not considered, until recently, too significant in new generations of commercial poly(PFSA) membranes and when hydrogen/air, rather than hydrogen/oxygen cells, are considered. Improved poly(PFSA) membrane synthesis/preparation is being sought at this point, which would further lower this vulnerability to OH radical and hydrogen peroxide attack. Also, cerium and manganese ion additives were very recently reported to have significant protective capacity against OH radical attack [PFSA] Fuel Cell membranes.

A significant amount of recent work on alternative PEFC membranes has targeted operation at higher temperatures, in the range 120–200 °C, and resulted in several new developments, the most significant of which is probably the phosphoric acid (PA)-doped poly(benzimidazole) (PBI) [21]. In the PA-doped PBI, significant proton conductivity is maintained at temperatures in the range 120–160 °C at low water activities, apparently owing to proton hopping sustained by the PA “dopant” (neat PA is known to allow effective proton hopping, utilizing oxygen atoms on adjacent PA molecules as hopping sites). Low levels of water added to the PA-doped PBI facilitate dissociation, but the water content in question is low and does not require significant steam pressure, thereby enabling PEFC fuel cell operation at such higher temperatures at practically ambient pressure. Blending PA with PBI is assisted by acid–base interactions between the acid and the base functions of the PBI building block (see Table 1). Nevertheless, the composite, PA-doped PBI and the poly(PFSA) membranes belong to different categories of polymer electrolytes. The latter uses only distilled water, whereas the former relies on some liquid electrolyte blended/bonded with a polymeric matrix. If the composite membrane blend is stable under some relevant operation conditions, the “dopant” electrolyte can provide some important advantages, rendered by a proton-conducting fuel cell operating at over 120 °C under low pressure. These include much better impurity tolerance than in operation at or under 80 °C and more effective heat rejection. Such electrolytes would therefore be considered when significant system simplification is to be achieved in operation on some processed carbonaceous fuel. In such cases the much better impurity tolerance of the fuel cell allows to eliminate fuel processing stages required to strongly lower the carbon monoxide level in the anode feed. This advantage at the system level could be sufficient to compensate for some drawbacks of the PA-doped PBI electrolyte, including the well-documented lowering of the electrocatalytic activity of a Pt catalyst when in contact with PA electrolyte. This lower catalytic activity results in hydrogen/air cells with PA-PBI membrane electrolyte exhibiting, at some given current density, cell voltages that are typically 200–300 mV lower versus hydrogen/air PEFCs employing poly(PFSA) membranes.
8.3.4.2 The Ionomeric Membrane/Water System

The protonic conductivity of an ionomeric membrane is strongly dependent on membrane water content. The membrane water content at a certain coordinate within an operating PEFC is determined, in turn, by two characteristics: (1) the dependence of membrane water content on the local water activity in contact with the membrane surface at the relevant temperature and (2) water boundary conditions and water fluxes generated in the operating cell by gradients in chemical, electrical, and/or mechanical energy, which together determine a steady-state water activity level at any specific coordinate within the cell under given cell operation conditions.

8.3.4.2.1 Water Uptake by Ionomeric Membranes

Depending on the overall local water content and temperature, the ionomeric membrane can be exposed within an operating PEFC to water in either vapor form only, or in mixed, liquid and vapor form. There are significant differences between these two cases regarding the equilibrium water levels in the membrane as well as the dynamics of water uptake by the membrane.

The maximum level of water uptake by the membrane on immersion of a poly(PFSA) membrane in liquid water ranges between 20 and 50% by weight, depending primarily on the EW of the membrane. This corresponds to 20–25 water molecules per SO$\text{}_3^-$ group (or per proton) in the membrane. This high number of water molecules taken up per proton suggests that the local environment of the proton in a fully hydrated poly(PFSA) membrane is not very different than in aqueous acid solutions, particularly when considering the tendency of these membranes to phase separate and form ion/water nanoclusters.

Clearly, the ability of these membranes to imbibe that much water per ionic group while maintaining mechanical integrity and low gas permeability, is an important key to their successful use in PEFCs of high power output. The dependence of water uptake from the liquid on membrane thermal pretreatment was mentioned in the earliest descriptions of Nafion® properties. As pointed out early on in [22], Nafion membranes take up dramatically more water (up to 100% by weight) from liquid water at temperatures above 100°C and, in contrast, membranes dried out completely at elevated temperatures imbibe significantly less water on reimmersion in liquid water at lower temperature (as low as 10% by weight). The origin of these phenomena lies in the combined effect of temperature and hydration on polymer structure. Some specific data on the different amount of water taken up by poly(PFSA) membranes immersed in liquid water with no pretreatment and with thermal pretreatment is given in [22, 23]. As seen in Table 2, the relative water uptakes, expressed in weight percent, indicate the strong effect of predrying at 105°C on subsequent water uptake form the liquid. The table also shows a substantial increase in water uptake with decrease in membrane EW (= increase in volume density of charge carriers). Poly(PFSA) membranes of lower EW are seen to take up more water per unit membrane weight and, consequently, should exhibit higher protonic conductivity. Further lowering of EW under $EW = 800$ could, however, jeopardize the mechanical integrity of the membrane.

While high membrane water contents can be established in contact with liquid water, water vapor can be the principal mode of hydration of the PEFC membrane under some, not uncommon operation conditions. The shape of isotherms of
Table 2: Water uptake by various membranes from liquid water, expressed as $\lambda$ (moles $H_2O$/mole of $SO_3H$) and as percent of dry weight

<table>
<thead>
<tr>
<th>Membrane type</th>
<th>Rehydration temperature $27^\circ C &lt; T &lt; 94^\circ C$</th>
<th>Rehydration temperature $27^\circ C$</th>
<th>$65^\circ C$</th>
<th>$80^\circ C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nafion $^m$ 117$^b$</td>
<td>21 (34%)</td>
<td>12 (20%)</td>
<td>14 (23%)</td>
<td>16 (26%)</td>
</tr>
<tr>
<td>Poly(PFSA), $EW = 900$</td>
<td>21 (42%)</td>
<td>11 (22%)</td>
<td>15 (30%)</td>
<td>15 (30%)</td>
</tr>
<tr>
<td>Poly(PFSA), $EW = 800$</td>
<td>25 (56%)</td>
<td>16 (36%)</td>
<td>23 (52%)</td>
<td>25 (56%)</td>
</tr>
</tbody>
</table>

$^a$Membrane dehydrated completely at this temperature (incompletely dried membranes behave as in the “No thermal treatment” column).

$^b$EW = 1100.

Water vapor sorption by a poly(PFSA) membrane, determined by isopiestic measurements and shown in Fig. 9(a) and (b), is generic for ion-exchange polymers. With increasing $P_{H_2O}$, water is sorbed by the membrane in two distinguishable steps evidenced by the sorption isotherm: (1) a low vapor activity region, $a_{H_2O} = 0.15 - 0.75$, characterized by a relatively small increase in water content with water vapor activity and by enthalpy of sorption of about 12.5 kcal mol$^{-1}$ (greater than the enthalpy of water liquefaction) and (2) a high vapor activity region, $a_{H_2O} = 0.75 - 1.0$, characterized by steeper increase in water content with water vapor activity and by sorption enthalpies as low as 5 kcal mol$^{-1}$ at $a_{H_2O} = 1.0$ (significantly lower than the enthalpy of water liquefaction). Region (1) corresponds to uptake of water of solvation by the ions in the membrane, while region (2) corresponds to water that fills (submicro) pores and swells the polymer. The lower enthalpy for the second step is an indication of a weaker water–ion interaction and the endothermic deformation of the polymer matrix as the polymer is swelling. The further water uptake and associated swelling of the membrane at higher water vapor activities must therefore be driven significantly by increase in entropy. From Fig. 9, it can be seen that differences in water uptake between different PFSA membranes, expressed in terms of percent of dry weight taken up, are almost completely explained by differences in EW. When water uptake is expressed in terms of the ratio $\lambda =$ number of water molecules/sulfonate group, the uptake curves look essentially identical for the different PFSA membranes (Fig. 9(b)).

Comparison of water uptake by PFSA membranes from the liquid and from the vapor phase reveals an interesting apparent paradox: the water content of the membrane in equilibrium with saturated water vapor ($a_{H_2O} = 1$) is lower than the water content of a similarly prepared membrane in contact with liquid water ($a_{H_2O} = 1$). Under isopiestic conditions (Fig. 9(b)), 14 waters per sulfonate group are sorbed from vapor at unit activity (saturated vapor), whereas 22 are sorbed from liquid water at the same temperature. The phenomenon was first reported in 1903 by Schroeder [24] and is named after him as Schroeder’s paradox. The explanation suggested for the lower water uptake from the saturated vapor is that sorption of water from the vapor
Fig. 9  Measured water uptake by three PFSA membranes from the vapor phase at 30 °C as a function of water vapor activity: (a) in terms of weight percent; (b) as the ratio of number of water molecules/number of sulfonic acid groups [111].

beyond the capacity of the aqueous, ionic clusters in the membrane must involve condensation of water vapor onto strongly hydrophobic (Teflon-like) pore surfaces within the polymer – an improbable process – whereas water penetration into such hydrophobic pores from liquid water in contact with the membrane can be driven by a gradient in liquid pressure and occur to the degree allowed by the deformability of the swelling membrane. This general picture has been articulated most recently in Ref. 19. A manifestation of barriers to water uptake by poly(PFSA) membranes from the vapor is provided by data showing a smaller water uptake, of only $\lambda = 10$ at higher membrane/water equilibration temperatures of 80 °C (corresponding to a typical operating temperature of a PEFC), to be compared with the higher water level
of $\lambda = 14$ seen at equilibration temperatures near $30^\circ C$ [25]. As might be expected, the probability of water condensation onto hydrophobic pore surfaces drops further at elevated temperatures.

8.3.4.2.2 The State of Water in the Ionomeric Membrane A variety of techniques have been applied to study the state of water in ionomeric membranes. The central goal has been to understand the consequences of the local structure and energetics of water in the membrane on water mobility which would have, in turn, a significant effect on proton mobility and thereby on the protonic conductivity of the membrane. Earlier differential thermal analysis studies [24] determined a “nonfreezing” fraction of water in ionomeric membrane materials and suggested that each of the sulfonated polymers studied (polystyrene sulfonic acid (PSSA, polyethylene sulfonic acid (PESA), and Nafion, $EW = 1100$) has “nonfreezing” water at a level near $6H_2O/SO_3H$. An enthalpy of fusion of $5.65 \text{ kJ mol}^{-1}$ was measured for water in those membranes beyond the “nonfreezing” level, similar to that of free liquid water $-6.01 \text{ kJ mol}^{-1}$. However, below roughly six water molecules per sulfonate group, no enthalpy change was observed down to $-40^\circ C$. This measurement indicates that the “first” molecules of water taken up when a dry ionomeric membrane is exposed to water vapor exhibit characteristics that are quite different from those of free liquid water. This is readily understood by the strong bonding to ionic sites in the ionomer, expected for the “first” water molecules introduced into a dry membrane. Differentiation between water at those low hydration levels of up to $6H_2O/SO_3H$ and the further water taken up beyond that level, reaching $>20H_2O/SO_3H$ in a swollen poly(PFSA) membrane in contact with liquid water, has been at the center of studies of the poly(PFSA)/water system. Another clear thermodynamic differentiation is that membrane water at the lowest hydration levels is associated with enthalpy of water uptake larger than the heat of water condensation, whereas for water added into a membrane of high water content, the enthalpy of vapor uptake is significantly lower than the enthalpy of water condensation. This clarifies further that, at low water levels in the membrane, water molecules are strongly bonded to ions, whereas with further increase in water level, the water becomes more and more bulklike and the process of further hydration is driven by entropy rise rather than by enthalpy drop. The consequence for PEFC technology is that a strong difference in water (and hence proton) mobility is to be expected with membrane water content, with a “demarcation line” in water properties between the first five to six waters per sulfonate group and higher water content. A recent molecular dynamics work by Paddison et al. [26] shows that another factor strongly affecting protonic mobility, namely the tendency of the sulfonic acid groups to dissociate according to $-SO_3H + H_2O \rightarrow -SO_3^- (H_3O^+)$, also dramatically increases as water levels reach $6H_2O/SO_3H$. Consequently, the general picture of the aqueous subphase in the ionomeric membrane, the higher hydration levels targeted for high-performance PEFCs, is that of concentrated, well-dissociated sulfonic acid ($-SO_3^- (H_3O^+)$) in aqueous medium of properties close to that of bulk water.

The water/membrane system behavior at temperatures below the freezing point of water is, for obvious reasons, very significant technologically. Some recent reports on self-start of PEFC stacks from
temperatures well below freezing are of, therefore, special interest. In this regard, it should be clarified that the absence of an observed enthalpy change around the water freezing point for a membrane with up to $6\text{H}_2\text{O/ SO}_3\text{H}$ cannot be interpreted to mean that such “nonfreezing form of water” in the membrane can prevent strong loss of protonic conductivity as the stack temperature drops under $0^\circ\text{C}$. As explained in the preceding text, these “nonfreezing” water molecules are strongly associated with ions and their mobility is, consequently, most limited. At temperatures well below $0^\circ\text{C}$, membranes of higher water content would have such ion-bound molecules surrounded by a water phase akin to solid ice, suggesting, in turn, a strong drop in overall water mobility in the membrane under the freezing point. However, recent reports have revealed that a deeply frozen PEFC stack (e.g., idled for hours at an external temperature of $-30^\circ\text{C}$) is capable of self-heating all the way up to its typical operation temperature by passing current through the deeply frozen stack of cells. The mechanism of protonic conductivity in an ionomer under conditions of such low water translation mobility could, in fact, be different than that which applies under ordinary PEFC operation conditions. However, irrespective of a still-awaited full explanation of the proton conduction mechanism in such frozen stacks, the significance of such a demonstration of “stack bootstrapping from $-30^\circ\text{C}$” in establishing the viability of PEFC technology for transportation applications, is quite obvious.

### 8.3.4.3 Proton Conduction in Ionomeric Membranes
The most important physical property of ionomeric membranes employed in PEFCs is the high protonic conductivity they provide under proper humidification conditions. As in any conducting medium with a single-charge carrier, the magnitude of the specific conductivity is determined by the product of charge carrier density and charge carrier mobility as follows:

$$\sigma = F C \mu,$$  \hfill (13) 

where $\sigma$ is the specific conductivity ($\text{S cm}^{-1}$), $F$ is Faraday’s constant ($\text{C mol}^{-1}$), $C$ is the concentration of the charge carriers ($\text{mol cm}^{-3}$), and $\mu$ is the charge mobility ($\text{cm}^2 \text{V}^{-1}\text{s}^{-1}$). It is the proton mobility factor in Eq. (13) that is strongly affected by the membrane water content and the state of water in the membrane at the relevant water content. These two factors define together the mobility of water in the membrane as discussed earlier and, consequently, also define the mobility of the proton, as the latter moves through the membrane primarily by a “vehicular mechanism” with the water molecule serving as the “vehicle”. The charge (proton) carrier density in an ionomeric membrane of $\text{EW} = 1100$ is similar to that in a 1.5 M aqueous sulfuric acid solution and, quite remarkably, the proton mobility in a fully hydrated poly [PFSA] ionomeric membrane is only 1 order of magnitude lower than the proton mobility in an aqueous solution. As a result, the specific conductivity of a fully hydrated (liquid immersed) poly(PFSA) membrane is 0.06–0.08 $\text{S cm}^{-1}$ at room temperature and 0.15–0.16 $\text{S cm}^{-1}$ at a typical elevated cell temperature of $80^\circ\text{C}$. These levels of specific ionic conductivity are at least 2 orders of magnitude higher than specific ionic conductivities achieved for solvent-free, ionically conductive polymers at similar temperatures, thereby providing the basis for the high power densities achievable in PEFCs.
The conductivity of Nafion 117 decreases roughly linearly with decreasing water content, as shown in Fig. 10. The value of the conductivity measured at $\lambda = 14$ (contact with saturated vapor) at 30°C is seen to reach $0.06 \pm 0.01$ S cm$^{-1}$. For the other two poly(PFSA) membranes of lower EW, the conductivity decreases roughly linearly with decreasing water content until an apparent threshold is reached, at which point the conductivity drops substantially (Fig. 10). Above the water content where the steep drop occurs, the conductivity of both membranes is much higher than that of Nafion 117. This is expected owing to the larger concentrations of charge carriers ($=\text{lower EW}$) relative to Nafion 117 (see Eq. 13). The dependence of protonic conductivity in poly(PFSA) membranes on water content at low water levels has been recently evaluated with molecular level modeling, based on “first principles” methods [26]. A significant result of this modeling was the elucidation that, as water molecules are added to the molecular system considered, it takes five to six water molecules per sulfonic acid group to have a clearly dissociated H$_3$O$^+$ ion around the sulfonic acid head group. At lower water contents than that, the proton is still strongly associated with the counter charge on the sulfonic acid group, as manifested by the very short calculated proton–sulfonate group distances. According to these calculations, protonic charge shielding is ineffective at less than five water molecules per sulfonic acid group, whereas around five to six waters per sulfonic acid group, water starts to provide sufficient shielding as manifested by the appearance of the well-resolved H$_3$O$^+$ group significantly further removed from the sulfonate group. This is shown in Fig. 11. One cannot fail to notice that the number of water molecules per sulfonate group required, according to these first principles calculations, for effective acid dissociation (hence significant protonic conductivity), corresponds to the transition from membrane water associated with uptake enthalpies larger than that of water condensation to membrane water of uptake energy resembling that of free water condensation [24].
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**Fig. 10** Protonic conductivity versus water content for several poly(PFSA) membranes exposed to water vapor of varying activity at 30°C [1].
Proton mobility in a poly(PFSA) membrane is measured to be very similar to water mobility in the same membranes at values of $\lambda$ up to 12 [27, 28]. This strongly suggests that the mobile charged species is $\text{H}_3\text{O}^+$. A comparison of mobilities of protons and of water in two types of ionomers, poly(PFSA) and polyaromatic as well as in concentrated HCl solutions, is given in Figs 12 and 13. The similarity of proton mobility and water mobility can be seen to be common to different types of concentrated aqueous acid solutions, including aqueous sulphases in ionomers and aqueous, concentrated HCl. This similarity is understood to result from distortions of the liquid water structure by ionic fields in such concentrated solutions, lowering the probability of proton hopping and leaving a “vehicular mechanism” of proton mobility, that is, proton migration as a $\text{H}_3\text{O}^+$ ion at an effective diffusivity similar to that of a water molecule in the same membrane. The ratio
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Fig. 11 First principle calculations of lowest energy structures for the triflic acid/water system. Left: $\text{CF}_3\text{SO}_3^+ + 3\text{H}_2\text{O}$; Right: $\text{CF}_3\text{SO}_3\text{H} + 6\text{H}_2\text{O}$. For the case of $\lambda = 3$ (left), dissociation just starts to occur, however the $\text{H}_3\text{O}^+$ moiety remains very close to the $\text{SO}_3^-$ group: $r(\text{O-H}) = 1.56$ Ångstrom. In contrast, in the case of $\lambda = 6$, separation of the hydrated proton from the conjugated anion occurs: $r(\text{O-H})$ jumps up from 1.74 Ångstrom to 3.68 Ångstrom with the sixth water molecule added [29].
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Fig. 12 Intradiffusion coefficients of water and of protons in concentrated aqueous acid solution, homogeneously sulfonated polyaromatic ionomer, and phase-separated poly(PFSA) ionomer [27].
of proton to water mobility in Nafion does increase, however, above unity, reaching 2.5 at $\lambda = 22$ [27, 28], indicating significant proton hopping in fully swollen hydrated membranes (for comparison, in bulk aqueous acid, a ratio of 4 is observed between $D_{H_2O}$ and $D_{H^+}$). As can be seen from these figures, the high degree of separation (on the nanometer scale) of an aqueous subphase in poly(PFSA), is an important factor in enhancing protonic mobility in poly(PFSA) versus the case of sulfonated polyaromatic membranes of similar charge concentration.

The effect of temperature on the protonic conductivity in fully hydrated poly(PFSA) membranes can be qualitatively described as a 50% increase in the conductivity between 20 and 80°C. However, when in contact with saturated water vapor, a rise in poly(PFSA) membrane protonic conductivity with temperature is followed by a fall above 80°C [25], as result of the trade-off between the thermal activation of the conduction process and a decreased membrane water content with temperature when in contact with the water vapor. A continuous rise in poly(PFSA) protonic conductivity with temperature is observed for the membrane only when in contact with liquid water.

### 8.3.4.4 Water Currents through Ionomeric Membranes in an Operating PEFC

Sources of water and the various flux components that redistribute water in an operating PEFC are schematically shown in Fig. 14.

Water is produced at the cathode by the cell process and can enter the cell as part of (humidified) feed streams. Water is transported in the PEFC through the membrane from anode to cathode by electroosmotic drag, that is, by a water flux associated with the protonic current. The flux of water due to electroosmotic drag (moles cm$^{-2}$ sec$^{-1}$) is given by:

$$N_{w,\text{drag}} = \frac{I\xi(\lambda)}{F}$$ (14)
Fig. 14 Schematic representation of water sources and water fluxes that determine the water distribution profile across an operating PEFC.
In order to evaluate quantitatively the steady-state water profile in the membrane of a PEFC under given operating conditions, the membrane transport properties required can be seen to include the following: (1) water uptake by the membrane as function of water activity in contact with the major membrane surfaces, $\lambda(a_W)$, (2) the diffusion coefficient of water in the membrane as a function of membrane water content, $D(\lambda)$, (3) the electroosmotic drag coefficient as a function of membrane water content, $\xi(\lambda)$, and (4) the membrane hydraulic permeability, $k_{hyd}(\lambda)$, the latter being relevant when hydraulic pressure difference exists across the membrane.

### 8.3.4.4.1 Diffusion of Water in poly[PFSAs]

**Membranes**

To describe diffusion of water through the membrane in the presence of a water activity gradient, an appropriate interdiffusion coefficient must be determined. Experimental methods used to study diffusion of water in these polymers, such as radiotracer and pulsed gradient spin-echo NMR techniques, probe intradiffusion coefficients, often referred to as tracer or self-diffusion coefficients, determined in the absence of a chemical potential gradient. Intra- and interdiffusion coefficients are related for the case of diffusion of a small molecule in a polymeric matrix as follows [28]:

$$D_{\text{inter}} = D_{\text{intra}} \frac{d(\log a)}{d(\log C)}$$

Reference 28 reports pulsed field gradient NMR studies of water motion in Nafion 1100, yielding intradiffusion coefficients close to $1 \times 10^{-5} \text{ cm}^2 \text{ sec}^{-1}$ for samples in contact with saturated vapor. For liquid-immersed Nafion membranes, other NMR diffusion imaging studies [29] also showed diffusion coefficients similar to those measured in free, liquid water $-2.2 \times 10^{-5} \text{ cm}^2 \text{ sec}^{-1}$ in liquid water versus $1.7 \times 10^{-5} \text{ cm}^2 \text{ sec}^{-1}$ in the fully hydrated membrane. To convert the intra-(self) diffusion coefficients ($D_{\text{self}}$) to inter-(Fickian) diffusion coefficients ($D_{\text{chem}}$) [28], measured self-diffusion coefficients have to be corrected for the variation of the water activity coefficient with water content (as well as for effects of swelling of the polymer). The resulting $D_{\text{chem}}$ for water in the Nafion membrane varies between $2 \times 10^{-6} - 6 \times 10^{-6} \text{ cm}^2 \text{ sec}^{-1}$ at $30^\circ \text{C}$ for water contents between $\lambda = 2$ and 14. The same authors subsequently carried out measurements on various membranes at $80^\circ \text{C}$. These results are summarized in Fig. 15. The approach of calculating the Fickian diffusion coefficient from self-diffusion coefficients measured, for example, with NMR and the measured dependence of water content on water activity to derive $d(\log a)/d(\log C)$ (Eq. 14) has been further validated in later work by Motupaly et al. [30].

Water transport in the ionomeric membrane driven by a water population gradient, described first in terms of water diffusion (e.g., Ref. 28), was subsequently modeled using liquid flow in a porous medium as an alternative description [31]. The latter description projected higher water flow rates under a given water population gradient as compared with [28] (and, consequently, more flat water profiles in the membrane were projected). To a large degree, the apparent disagreement resulted from the “diffusion model” described in Ref. 28, having covered the case of a membrane equilibrated with water vapor, whereas the “liquid flow in a porous medium” model [31] covered the case of a membrane containing liquid water, that is, equilibrated, at least on the
cathode side, with liquid water. The significant difference in water content and in water transport properties between a membrane in contact with water vapor and a membrane in contact with liquid water is discussed in Sect. 8.3.4.2.1.

Reference 32 reports an activation energy for water transport in Nafion on the order of 0.17 eV (3.9 kcal mol\(^{-1}\)) for water contents ranging from \(\lambda = 8 - 14\). At lower water content examined, \(\lambda = 3.5\), an activation energy of 0.22 eV (5.1 kcal mol\(^{-1}\)) is reported over the temperature range 20–90 °C. The increase in activation energy for water motion with decreasing water content [32] accords well with the notion that water mobility is increasingly hindered at low water contents by shrunken pores and stronger electrostatic interactions. On the basis of these numbers for the activation energy, an increase by about factor 2 between 20 and 80 °C is expected in the water diffusion coefficient in poly(PFSA) membranes of higher water contents, and by about factor 4 at the lowest water content.

8.3.4.2 Electroosmosis The number of water molecules, \(\xi(\lambda)\), carried per proton moving across an ionomeric membrane of water content \(\lambda\) uniform is the so-called electroosmotic drag coefficient. When \(\xi = 2\), for example, two water molecules are carried across the membrane per single protonic charge moving from anode to cathode under conditions ensuring that the protonic current is the only driver of water flux. The electroosmotic drag coefficient is a key parameter in the determination of the water profiles across the membrane in an operating PEFC. This proton-coupled drag of water is a major reason for the need of effective water management in PEFCs, as well as in DMFCs using liquid, water/methanol feed streams. Note the important difference between the electroosmotic drag coefficient, \(\xi(\lambda)\), a characteristic of an ionomeric membrane of some fixed water content, measured under conditions of flat membrane water profile, and the net water flux per proton through an operating fuel cell. The latter is the resultant of all cell water transport components (see Fig. 14 and Eq. 17).
and of the boundary conditions defined by the water content of the feed streams.

A recent comprehensive measurement of drag coefficients in ionomeric membranes fully equilibrated with liquid water has been based on monitoring the water flux through the cathode exhaust in a DMFC with aqueous, dilute methanol feed [33]. Above some cell current level, this specific system allows to establish a flat water profile in the membrane and, consequently, the measured water flowrates across the membrane become associated exclusively with the protonic current. Results of this study are shown in Fig. 16. The study reconfirmed the water drag coefficient measured earlier at ambient temperature for the protonic form of poly(PFSA) membranes, that is, 2.5H2O/SO3H and showed further that, as long as the membrane is fully equilibrated with liquid water, this coefficient would increase to 5H2O/SO3H at a temperature of 80°C.

An elegant solution to the problem of obtaining electroosmotic drag coefficients in ionomeric membranes under conditions of vapor phase equilibration is described in Ref. 34. The EMF method described involves measurements of the potential across a membrane sample exposed on each end to different water activities. The potential difference $\Delta \Phi$ is determined by $\xi(\lambda)$ according to [34]:

$$F \Delta \Phi = \xi(\lambda) \left\{ \frac{RT}{\Delta \Phi} \log \left( \frac{a_{\text{water, right}}}{a_{\text{water, left}}} \right) \right\}$$

(19)

Reference 34 reported a drag coefficient of protons in hydrated Nafion 117 membranes, which is essentially constant at 1.4H2O/H+, in the range $\lambda = 5-14$, and gradually drops to zero between $\lambda = 5$ and 0. Others [29] have subsequently adopted the Fuller–Newman EMF technique and concluded from their data a constant water drag of roughly 1.0H2O/H+ over a large range of water contents in vapor

![Fig. 16](image-url)
equilibrated membranes, from $\lambda = 14$ down to $\lambda = 1.4$. Further recent measurements [35] show that several poly(PFSA) membranes exhibit similar electroosmotic behavior, that is, a drag coefficient of close to $1.0\text{H}_2\text{O}/\text{H}^+$ over a wide range of water contents for a membrane equilibrated with vapor phase water. The lack of dependence of the drag coefficient in such membranes on details of membrane chemistry, or nanostructure, suggests that the drag coefficient is determined by the nanometer scale of the membrane porosity and the significant deviation from bulk water properties in the surface-charged nanopores of the membrane. These features prevent much larger water fluxes per proton, as measured in electrokinetic (EK) pumping through micro-(rather than nano) porous membranes that contain a high fraction of free, bulk like water.

8.3.4.4.3 Modeling of the Water Profile and Net Water Flow Rate across the Ionomeric Membrane under Current The steady-state water profile in a PEFC under load corresponds to a constant rate of water flow through the thickness dimension of the cell, set, in turn, by the cell current, the water transport properties of the membrane and other cell components, and by boundary conditions defined by the degree of humidification of the fuel and air feed streams. The steady-state water profile across the thickness dimension of the membrane has a direct impact on cell performance. Maintenance of high water content across the membrane under the highest cell current densities is required to ensure high membrane protonic conductivity through the cell dynamic range targeted. A mathematical description of water transport in the membrane of a PEFC under load requires as input the dependencies on membrane water content of the electroosmotic drag coefficient, $\xi(\lambda)$, and the water diffusion coefficient, $D(\lambda)$. Experimental evaluation of these parameters as a function of $\lambda$ was described in sections 8.3.4.4.1 and 8.3.4.4.2. In addition, boundary conditions at the anode and the cathode side of the membrane have to be defined for some given cell operation conditions, specifying water levels in the fuel and air feed streams. Experimentally derived diffusion and electroosmotic drag coefficients of water in Nafion as function of membrane water content were first used in Ref. 36 to model the steady-state water profile and the resulting protonic conductivity in the membrane of an operating PEFC. Water flux through the electrodes was assumed in this model to take place in the gas phase (water vapor) only.

The experimentally determined isotherm for water sorption by the membrane (see Fig. 9) was used to convert from water vapor activity in the gas phase at the interface to water content in the membrane at the surface and considering generation of water at the cathode, the water level in the membrane surface adjacent the cathode was assumed accordingly to be $\lambda = 14$ (or somewhat above, see Ref. 36). The components of water flow considered within the membrane included electroosmotic drag and diffusion, whereas hydraulic flux was considered insignificant (i.e., very small hydraulic pressure drop across the membrane) [36]. Consequently, the basic equation describing the flux within the membrane becomes

$$N_{w,\text{net}} = \alpha(I) = (I)\xi_{i=22}(\lambda/22) - (\rho_{\text{dry}} E W D_{\lambda} (dz/dz)$$

where $N_{w,\text{net}}$ is the net steady-state flux of water through the membrane from anode to cathode when the current density is $I$.,
\( \xi(\lambda) \) is the number of water molecules carried per proton migrating through the membrane at a local water level \( \lambda \), and \( D_\lambda \) is the diffusion coefficient at the same local water level. The factor \( \rho_{\text{dry}} E W \) converts gradients in water content, \( \lambda \), in the membrane to gradients in water concentration in moles per cubic centimeter: \( \rho_{\text{dry}} \) is the weight density of the dry membrane and \( E W \) is its \( E W \). The water flux component \( \alpha(I) \) in the r.h.s. of Eq. (20) describes an anode boundary condition where a flux of water proportional to the cell current (hence to the humidified anode feed rate) is assumed to enter the membrane from the anode. As can be seen from Eq. (21), the detailed dependence of \( \xi \) on \( \lambda \), as described in the preceding section, is approximated here by a linear relationship between \( \xi \) and \( \lambda \), with \( \xi \) varying between its measured value, \( \xi_{\lambda=22} = 22 \) at full membrane hydration (\( \lambda = 22 \)) and zero at \( \lambda = 0 \).

From the last equation, the local gradient in \( \lambda \) in the membrane could be expressed as follows:

\[
d\lambda/dz = [2\xi_{\lambda=22}(\lambda/22) + \alpha] \\
\times [I(EW\rho_{\text{dry}}D_\lambda(\lambda)]
\]

and Eq. (21) can be integrated numerically so as to satisfy the boundary conditions at the anode and cathode/membrane interfaces (the latter being \( \lambda = 14–22 \), depending on whether water vapor only or vapor + liquid are present at the cathode/membrane interface).

Solved profiles of the water level \( \lambda \) across the membrane in an operating PEFC are shown in Figs 17 and 18. Figure 17 shows the steady-state profile of water in a Nafion 117 membrane (175 \( \mu \)m thick), as calculated with this model at four different current densities. The calculated profile of water is seen to become steeper as the PEFC current density increases, resulting in a significant depletion of water in the membrane near the anode (in spite of the water vapor–saturated hydrogen feed stream assumed). When the water level through part of the membrane thickness drops as low as Fig. 17 projects for the anode side of the membrane under higher current, the membrane resistance rises substantially (Sect. 8.3.4.3). A first-order verification of the water profile calculated can be done by comparing the calculated resistance across the membrane corresponding to the calculated profile to the measured high-frequency resistance of the fuel cell. As Fig. 18 shows, calculations of the resistance across the membrane from the water profiles derived predict a \( \times 5 \) rise in membrane resistance for a 175-\( \mu \)m thick Nafion membrane (Nafion 117) when the current through the membrane reaches 1 A cm\(^{-2} \). At the same time, as Fig. 18 shows, Nafion membranes of the same \( E W \) (1100), which are 100 \( \mu \)m thick, or thinner, are projected to see a much smaller problem of water depletion near the anode at high cell currents. The fundamental reason for the ability of such thinner membranes to maintain a relatively flat water profile up to high current densities is that the rate of diffusional backflow form cathode to anode per given gradient in water population (set by the electroosmotic drag) is inversely proportional to membrane thickness. Figure 18 projects that it should be sufficient to lower the Nafion membrane thickness from 175 to 50 \( \mu \)m to completely eliminate any increase in membrane resistance up to a cell current density of 2 A cm\(^{-2} \). Results of measurements of high-frequency resistance in PEFCs with membranes of different thicknesses as function of current density fully confirm the predictions of these model calculations (see, e.g., Fig. 8).
Correspondingly, in state-of-the-art PEFC stacks, the poly(PFSA) membranes employed are typically 20–50 μm thick and, while requiring more care in handling and in stack engineering, such very thin membranes are very effective in facilitating full membrane hydration up to very high cell currents. In addition to the calculated high-frequency resistance of the cell (top part), Fig. 18 also shows (bottom...
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part) calculated net fluxes of water, $N_{w,\text{net}}$, through the membrane for membranes with identical transport properties differing only in thickness.

The model predictions described in the preceding text for water distribution across the thickness dimension of the PEFC membrane (Figs 17 and 18) have recently been directly confirmed in an elegant experiment providing MRI images of water distribution across the PEFC membrane thickness dimension in cells under current [37]. Images of water in a relatively thick (340 µm) PEFC membrane, recorded at zero cell current, at low cell current density and a higher cell current density, are shown in Fig. 18, under supply to the PEFC of dry oxygen and dry hydrogen gases. The highest local water level, $\lambda = 6.5$, seen here in the membrane imaged, is relatively low because of the dry gases supplied. The image clearly shows, however, the steady-state gradient between higher water content at the cathode and a lower water content near the anode, becoming stronger with increase in cell current as predicted by the membrane water transport model for such thick ionomeric membranes (Fig. 17).

Further modeling work done more recently reveals expected variations of both temperature and water content in a PEFC, together with the associated variations in protonic conductivity along the gas flow channel, that is, along the active surface area of the MEA. Such lateral distributions are evaluated and discussed in Ref. 38.

Measurements of the net water flux across the PEFC (e.g., Ref. 36) typically reveal small net water fluxes across the cell per unit charge passed, similar to those calculated by the above model – see bottom part of Fig. 18. Clearly, these net water fluxes across the cell are significantly smaller than the electroosmotic driven water flux in the membrane, as expected from the opposing back-diffusion under steady-state conditions (see Eq. 20). This result is typical, however, to an anode feed stream with water in vapor form only and absence of hydraulic pressure drop across the membrane. Both conditions were assumed in deriving the profiles in Fig. 16. Possible flow of liquid water through the cell under hydraulic pressure drop was treated elsewhere as part of a detailed mathematical model for the PEFC [39] and results based on measured hydraulic permeabilities for both the membrane and the electrodes were described. Water transport in liquid form through the electrode (basically through the electrode backing layer) was considered again in a recent modeling effort [40] targeting quantitative evaluation of the net, through-the-cell water flux, measured as a function of the cell operation conditions. Measured water permeability of cell electrodes helped explain observed net water transport rates through the cell with saturated water vapor in the anode, such rates ranging between $+0.21$ water molecules per proton (for cell with Nafion 105 membrane) and $-0.09$ water molecules per proton (for cell with Nafion 112 membrane). Positive flux corresponds here to net water flow from anode to cathode and negative flux to net water flow from cathode to anode. In all cases of cells tested on the basis of the Nafion 105 membrane, the measured net flux of water through the cell per proton could be shown to closely correspond to the rate of water supply to the anode side of the membrane, as determined by the flux of vapor through the anode under vapor-saturated gas conditions [40]. In other words, the rate of electroosmotic drag of water from anode to cathode
adjusts according to anode humidification conditions, such that it exceeds the rate of water back-diffusion by the rate of water supply to the membrane through the anode (see Eq. 17 with $N_{w,\text{net}} = N_{w,\text{across\ anode}}$).

8.3.4.4.4 The PEFC Ionomeric Membrane – State of the Art Poly(PFSA) membranes have been to date the membrane of choice for PEFCs as well as for DMFCs. Poly(PFSA) membranes exhibit not only high protonic conductivity, typically, 0.2 S cm$^{-1}$ in the fully hydrated membrane at typical cell operation temperature, but also high water transport rates (diffusion coefficients of $2 \times 10^{-5}$ cm$^2$ sec$^{-1}$ for the fully hydrated membrane), as required for minimized ohmic losses in the membrane. A 50-µm-thick poly(PFSA) membrane should contribute only 0.025 Ω cm$^2$ to cell resistance (voltage loss of only 25 mV at 1 A cm$^{-2}$) at 80°C, as long as the water level is sustained at full hydration through the thickness dimension of the membrane in the operating cell. The latter requirement is facilitated by the high diffusivity of water in these membranes and, indeed, the overall series resistance measured in PEFCs with such poly(PFSA) membranes is typically as low as 0.05 Ω cm$^2$, the excess over the 0.025 Ω cm$^2$ contributed by various contact resistances in the cell. Watanabe et al. [113] described enhanced humidification of PEFC membranes, achieved by seeding the membrane with Pt nuclei to encourage water generation within the membrane by oxygen/hydrogen recombination. Subsequent similar efforts have been described, where micro or nanoparticles of ceramic materials were used for a similar purpose. Such efforts are probably mostly relevant in the pursuit of the coveted “high-temperature polymer membrane electrolyte” because effective hydration of thin poly(PFSA) membranes in the operating cell is readily achieved with present membrane technology under 100°C. The challenge of a “water-balanced PEFC” can be addressed with the so-called enthalpy exchanger, practiced quite extensively in PEFC systems [6]. In such exchanger, the inlet stream of ambient air passes in counterflow to the highly humidified and warm air exhaust stream, with Nafion, or similar membrane separating between the two streams. In this way, the air inlet feed stream is both warmed up and humidified very effectively prior to entering the cell cathode, the cell product water using the stack generated heat and. Such solutions, provided at the membrane thickness composition and at the system level, respectively, have paved the way for PEFC operation at or below 80°C with no humidification by water from external sources required.

The state of the art of membrane technology and related water-management solutions provided to-date seem to have established a good basis for high-performance PEFC stacks. However, remaining unanswered requirements from the poly(PFSA) membrane seem still significant. They include primarily sufficient long-term stability in hydrogen/air cells, particularly in light of vulnerability to attack by OH$^-$ radicals and hydrogen peroxide. For the latter reason, for example, crossover rates of hydrogen and oxygen gas through such fuel-cell membranes, which were considered sufficiently low from just the fuel loss perspective (the cross-membrane gas fluxes are limited to just several milliamperes per square centimeter), are now understood to be the route of OH$^-$ radical formation by hydrogen/oxygen recombination at one of the catalyzed electrodes. Another weakness is structural volunaribility
under dry/wet cycles which bring about large dimensional changes in poly(PFSA) membranes. And finally, the sensitivity of poly(PFSA) conductivity to membrane water content remains a fundamental drawback in limiting the operation of such polymer electrolyte PEFCs to temperatures below 100 °C. Alternative membranes for operation above 100 °C have been prepared and tested; however, the result to date has always been cell performance significantly lower than that of a PEFC employing a poly(PFSA) membrane because the potential for higher activity rendered by higher cell temperatures is upset by the low activity of PEFC electrode processes at low interfacial water content (see section 8.3.7.2.2).

8.3.5 From Ionomeric Membrane to the Membrane-electrode Assembly

Given a high-quality poly(PFSA) membrane of properties described in the last section, assembling an electrochemical cell based on such membrane requires to define the nature of the catalytic electrodes and the method(s) of coupling them effectively to the membrane on one side and the reactant distributor/current collector on the other side. A significant challenge is presented in PEFC and DMFC technology by the demand of high catalytic activity that needs to be achieved at relatively low cell temperatures. An additional important challenge in polymer electrolyte systems has to do with the “pseudo—solid state” of the polymeric membrane, in other words, the absence of any liquid electrolyte. The latter presents a special need for the effective intermixing of the ion-conducting, ionicomeric component with a carbon-supported metal alloy catalyst, to form a catalyst layer of mixed conductivity and of uniform catalyst distribution, and have such layer very well bonded to the ionomer membrane surface. Three types of tools are available, in principle, to answer this overall challenge: optimized metal alloy catalyst surface properties, maximized catalyst dispersion and effective catalyst layer composition and structure that enables high catalyst surface utilization.

Optimization of catalyst composition and preparation/fabrication for the PEFC or DMFC cathode has been pursued during the last decade with one significant success being the replacement of Pt by some Pt alloy catalysts, including PtNi and PtCr [41]. By the mid-2000s, PtCo alloys eventually emerged as the cathode catalysts of choice for PEFCs. The latter binary cathode catalysts have been reported to provide intrinsic catalytic activity in oxygen reduction in a PEFC cathode that is higher by a factor of 3–5 versus that of a non-alloyed Pt catalyst of similar Pt mass loading. This is an advantage of high value, particularly in PEFC applications of highest sensitivity to the price of platinum. Catalyst composition optimization at the anode side of the PEFC and DMFC has been primarily centered on the optimization of the composition and the refined preparation of PtRu alloy catalysts. The latter exhibit significant tolerance to 10–100 ppm CO in hydrogen-fueled PEFCs and high activity in electrooxidation of methanol in the DMFC anode. These electrocatalysis R&D issues are discussed in further detail in Sects 8.3.7.1 and 8.3.8.1, respectively.

Perhaps the most important advancements in electrocatalysis that contributed mostly to the development of low-temperature fuel-cell technology belong to the domain of “practical” electrocatalysis and include maximized catalyst dispersion and effective “packaging” of the required
surface area into thin catalyst layers of optimized composition structure, and of good bonding to the substrate surface. Highly dispersed Pt or Pt alloy catalysts can be prepared using a variety of techniques. The most common is the formation the Pt colloidal particles from solution onto partly graphitized carbon powder (e.g., Vulcan XC-72), with reduction by various possible reducing agents taking place during and following the formation of such colloidal particles. The final product is typically metal particles of the order of 2 nm in diameter, supported onto carbon power of particle size around 10 nm. For catalysts consisting of spherical particles of diameter $2r$, application of catalyst mass $m$ per square centimeter of membrane area results in overall catalyst surface area, $a_{\text{cat}}$, per square centimeter of membrane area of

$$a_{\text{cat}} = \frac{3m}{\rho r}$$  \hspace{1cm} (22)

where $\rho$ is the mass density of the catalyst. For example, at $m = 0.4$ mg Pt/cm$^2$ of membrane area, $r = 1$ nm, and $\rho$ (for Pt) of 20 g cm$^{-3}$, $a_{\text{cat}}$ is calculated as 600 cm$^2$ Pt/cm$^2$ of membrane area. Such highly dispersed catalysts thus allow, in principle, to reach a factor 600 “amplification” of the geometric surface area of the electrode with mass loading of only 0.4 mg Pt/cm$^2$ of electrode area. Such a high level of catalyst dispersion has been one of the most important keys to the high power output and conversion efficiencies achieved in PEFCs.

Equation (22) shows that the total surface area of the catalyst at given level of dispersion (given $r$) increases linearly with overall catalyst mass loading, $m$. The same is not true, however, for the effective or utilizable catalyst surface area. It has been the experience of developers of PEFC and DMFC MEAs that, catalyst utilization, as a rule, drops with increase in catalyst layer thickness. Typically, catalyst activity increases linearly with loading (and, therefore, with catalyst layer thickness), up to an overall catalyst layer thickness of 4–5 $\mu$m, but, for thicker layers of higher catalyst loadings, the incremental activity increase with incremental increase in loading starts to drop. An activity plateau is typically hit at catalyst layer thicknesses somewhat above 10 $\mu$m, with further increase in loading (i.e., in catalyst layer thickness) resulting eventually in a drop of electrode activity. The reasons for such a drop in catalyst utilization at higher catalyst layer thicknesses have been clarified by detailed modeling of the critical coupling between the interfacial process at catalyst sites distributed evenly in the volume of the catalyst layer and the transport processes along the catalyst layer thickness dimension of reactant, product, and protonic and electronic charges. Sufficient rates of all the above are simultaneously required to ensure high catalyst utilization [13], limiting the activity of sites located too far from the ionomeric membrane surface because of proton transport limitations and of sites placed too far from the reactant flow channel because of gas transport limitations within the catalyst layer [13]. Figure 19 provides a quantitative elucidation of the effects of limited transport rates on catalyst utilization in a thin catalyst layer with uniform volume distribution of catalyst particles. The figure depicts results of modeling of distributions along the normalized thickness dimension of a 5-$\mu$m-thick PEFC anode catalyst layer, of anode potential (top), hydrogen reactant concentration (middle), and current generation (bottom). Two cases have been considered for comparison: a 100% hydrogen anode feed and a 10% hydrogen feed (both dry gas composition) [42]. The figure
shows that, as result of limited rate of reactant diffusion into the catalyst layer in the case of the 10% hydrogen feed, the concentration of the reactant and, consequently, the current production, are both calculated to be very low at fractional widths of the catalyst layer larger than 0.5, away from the catalyst layer/gas interface. On the other hand, if the effective protonic conductivity of the catalyst layer is an order of magnitude lower than that of the neat ionomer, a significant drop in overpotential across the catalyst layer could make the half of the catalyst layer away from the membrane significantly less effective in current production. This is seen to be the case for the combination of low protonic conductivity and high reactant concentration. It can be readily understood from Fig. 20 why, at given transport characteristics typical for composite, Pt/C//ionomer catalyst layers, utilization of the catalyst could strongly drop when the thickness of the layer exceeds 5–10 µm, particularly in the case of low reactant concentration. In contrast, thicker layers could still enhance electrode performance in the case of higher reactant concentrations, provided the protonic (and electronic) conductivity can be maintained at a sufficiently high level in the composite structure while maintaining, at the same time, effective reactant access through the layer’s void volume. One unfortunate consequence of such transport limitations within the catalyst layer is that catalysts of much lower cost but intrinsically low activity (significantly inferior to that of Pt) cannot be effectively utilized by applying higher mass loadings, which could be perfectly affordable in such cases. Transport limitations of the type shown in Fig. 20 would not allow effective catalyst utilization through the much thicker catalyst layers needed to contain the much higher total surface area of a catalyst of low specific activity, that would be required to generate a certain areal current density demand.

Figure 21 shows a TEM micrograph of a carbon/supported Pt catalyst with Pt catalyst particle size centered around 2 nm. The micrograph depicts the nanogeo-

**Fig. 19** MRI of water distribution in a PEFC at zero current and under two current densities. The cathode is on the right side of the MEA imaged [37].
Fig. 20 Distributions at current density of 1 A cm$^{-2}$, of electrode potential (top), reactant concentration (middle), and current generation (bottom) in a PEFC anode catalyst layer 5 µm thick, as result of limited transport rate of the hydrogen gas reactant and/or the limited transport rate of protons. Two cases of reactant concentration, 100% hydrogen and 10% hydrogen in the dry gas and two cases of effective protonic conductivity in the catalyst layer, 0.1 and 0.01 S cm$^{-1}$, are considered in these calculations. A value of $2 \times 10^{-4}$ cm$^2$ sec$^{-1}$ was used as estimate for effective $D_{H_2}$ in the catalyst layer.

clarifies the challenge of utilizing a high fraction of the total Pt surface given in this form. High catalyst utilization requires to secure maximum transport rates of reactant, protons and electrons in composite Pt/C/recast ionomer layers (of significant void volume) containing these dispersed catalysts. Consequently, optimized preparation of the Pt catalyst/recast ionomer composite and its proper application to
the membrane are key to catalytic activity high in the PEFC and DMFC. A polymeric membrane with catalyst layers applied directly to its two major surfaces has been referred to as the catalyst-coated membrane (CCH) or the membrane/electrode assembly (HEA). In other modes of preparation of the catalyst layer in PEFCs and DMFCs, the catalyst layer is applied onto the carbon cloth or paper backing, and the catalyzed carbon paper is hot pressed, in turn, to the polymeric membrane. The specific mode of preparation of the catalyst layer could further vary within these two general application approaches, as summarized in Table 3.

As of year 2005, methods (A3) and (B1) are mostly practiced, with (A4) emerging as an advanced concept targeting CCMs with ultralow catalyst loadings.

A variety of techniques for the preparation of catalyst layers in PEFCs is given next in their chronological order of development. The earliest method of preparation of MEAs [43] described catalytically active layers prepared from finely divided metal powders (blacks) mixed with PTFE as binder. The drawback of this mode of preparation of catalyst layers is the low catalyst utilization caused by lack of efficient access of protons to a large fraction of catalyst particles located away from the membrane electrolyte and lack of efficient gas access to another fraction of catalyst sites deeply embedded in the polymer. The result of limited dispersion and low utilization in such Pt black/PTFE mixtures was the requirement of very high Pt loading, typically 4 mg Pt/cm² (geo.) to obtain satisfactory cathode performance, particularly in operation on air [44]. Another approach to the direct deposition of Pt onto the membrane surface was adopted by several workers in exploratory studies of electrochemical processes at the
Tab. 3  Modes of catalyst layer preparation and application

<table>
<thead>
<tr>
<th>(A) Bonding to the membrane</th>
<th>(B) Bonding to carbon cloth/paper substrate</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A1) Applied and hot-pressed Pt /PTFE</td>
<td>(B1) Pt/C//PTFE applied to substrate and impregnated with recast ionomer</td>
</tr>
<tr>
<td>(A2) Electroless deposition of Pt on membrane</td>
<td>(B2): (B1) + sputtered Pt layer</td>
</tr>
<tr>
<td>(A3) Applied and hot-pressed Pt/C(or Pt)//ionomer within ionomer-impregnated carbon paper</td>
<td>(B3) Pt catalyst electrodeposited</td>
</tr>
<tr>
<td>(A4) Alloy catalyst sputtered onto array of nanowhiskers and the catalyzed array embedded into the membrane surface</td>
<td></td>
</tr>
</tbody>
</table>

Pt/ionomer membrane interface [45–47]. The latter approach was based on various electroless deposition techniques for the application of a film of Pt to the surface of an ionomeric membrane. The original method suggested [45] was based on exposure of one side of the membrane to an anionic salt of the metal (PtCl$_6$$^{2-}$) and the other side to a reducing agent (e.g., N$_2$H$_4$). The latter diffuses through the membrane to react at the surface adjacent to the metal salt solution and form a Pt film. While simple and effective in exploratory studies, this approach yields relatively large Pt particle sizes and cannot allow good simultaneous access of gas, electrons, and protons to most of the surface of the metal particles deposited.

The first move toward substantial lowering of Pt loading employed in PEFCs, while maintaining comparable cell performance, was described by Raistrick [7]. Raistrick experimented with gas-diffusion electrodes developed for PAFCs. In such electrodes, the catalyst layer is a mixture of carbon-supported platinum (Pt/C) and PTFE, deposited onto a carbon cloth or paper. This is done usually by filling the macropores first with a mixture of (uncatalyzed) carbon powder and PTFE, with the catalyst layer subsequently being deposited onto one surface of the pretreated carbon cloth/paper. Compared to catalysts based on Pt black, an important advantage of the carbon-supported Pt catalyst was the higher degree of Pt dispersion. Pt particle sizes of 2 nm in diameter are easily obtained in the carbon-supported form by various protocols described in the patent literature. This is compared with a typical particle size of about 10 nm obtainable in Pt blacks. TEM images of carbon (Vulcan X-72)-supported Pt catalyst of 20%Pt by weight are given in Fig. 21. Trying to take advantage of the higher dispersion of the Pt/C catalyst, Raistrick started his investigation by hot-pressing gas-diffusion electrodes of this type directly to an ionomeric membrane and realized that the poor cell performance obtained consistently was caused by lack of protonic access to the majority of catalyst sites not in intimate contact with the membrane. Effective protonic access could not be met within the 50-µm-thick Pt/C//PTFE catalyst layer because Pt sites distributed in a catalyst layer bonded by PTFE are “protonically disconnected” from the ionomeric membrane. To overcome this critical limitation, Raistrick impregnated the Pt/C//PTFE catalyst layer...
on the carbon cloth with a solution of Nafion®, thereby adding to the catalyst an ion-conducting component prior to hot-pressing the impregnated electrode onto the membrane [7]. This step of catalyst layer impregnation with recast ionomer resulted in a very significant increase in performance and demonstrated, for the first time, significant PEFC performance with Pt loading as low as 0.4 mg cm$^{-2}$, that is, an order of magnitude lower than the loadings employed in the GE/Hamilton Standard space PEFC technology. This first result of Raistrick with impregnated gas-diffusion electrodes [7] was a breakthrough in PEFC technology in two ways. Firstly, it demonstrated that PEFCs could be effectively operated with Pt/C catalysts of much lower Pt loadings, thus bringing the loading and cost of precious metal catalyst per unit power output down by an order of magnitude. In addition, and perhaps even more important for further developments to follow, this experiment revealed the criticality of “triple access” (gas, electrons, protons) to each active catalyst site and with that opened the way to the further optimization of PEFC catalyst layers of the desired combination of low loadings and high performance. Further significant improvements of the initial idea described by Raistrick were achieved by Srinivasan and coworkers. They described successful attempts to increase the performance of impregnated Pt/C layers on carbon support hot pressed to the membrane by increasing the temperature and gas pressure [48], optimizing the percentage of Nafion impregnant [8], replacing the 10% Pt/C 100-µm layer used in the PA electrode technology with a 20% Pt/C 50-µm layer [49], and adding a thin film of sputtered Pt on the front surface of the carbon electrode prior to impregnation [50]. The last two modifications shorten the average distance traveled by protons to access a Pt catalyst site and generate, particularly in the case of the sputtered film, a significant number of active Pt sites very close to the membrane.

An important factor that can limit performance in PEFCs prepared with such catalyzed gas-diffusion electrodes is the nature of the bonding established between the catalyzed carbon electrode and the membrane surface. Conditions of hot-pressing applied to achieve such a bonding, in terms of temperature, pressure, and hot-press duration, have to be optimized for each ionomeric membrane. During hot-press, the glass-transition temperature of the ionomer (typically, 130–160 °C) is exceeded or, at least, approached to enable bonding. Such hot-press can produce initially a very satisfactory bond between the carbon cloth/paper and the ionomeric membrane. However, as the complete cell is assembled and humidified, the membrane swells significantly on rehumidification, whereas the carbon does not change dimensions on exposure to water. Therefore, the probability of partial delamination at the porous carbon/membrane contact on rehumidification is substantial, with consequences of loss of active surface area and/or increased cell resistance (recall that the liquid layer between a partly delaminated carbon electrode and membrane is deionized water).

8.3.5.1 Pt/C Catalysts Applied to the Membrane

In the early 1990s, an alternative low platinum loading catalyst layer structure was subsequently developed at the Los Alamos National Laboratory (LANL). In this structure, recast ionomer (rather than PEFE) is used to hold the catalyst layer structure together, and the low-loading catalyst layer is applied to the membrane
surface, rather than to the gas-diffusion structure (mode A3) [10–12]. Such (PTFE-free) layers have been described as “thin-film” catalyst layers because the high performance is obtained with a low catalyst loading (typically 0.2 mg Pt/cm² of electrode area) in a thin layer (<10 µm thick). By virtue of their thinness and the their optimized placement, high catalyst utilizations are obtained in these catalyst layers, and the continuity and integrity of the catalyst layer/membrane bond is improved compared to the structures prepared by modes B2 or B3. Although no hydrophobic component is introduced into this thin-film structure, gas permeability through it is sufficient to achieve good catalyst utilization at high current density in layers that are just 5–7 µm thick, thereby providing high cell performance [10–12].

The thin-film catalyst layers are typically cast from “inks” consisting of the supported Pt catalyst and solubilized ionomer [10]. Because the ionomer must bind the thin film structure together, special treatments of the recast films are necessary during fabrication to impart robustness to the ionomer in the catalyst layer. A thermoplastic form of the ionomer was proposed as an effective solution for the film robustness problem. Nafion® (and other perfluorinated ionomers) can be converted to a thermoplastic form by the ion-exchange inclusion of large, “hydrophobic” counterions such as tetrabutylammonium (TBA⁺) [11]. The material is, consequently, moderately melt-processable. In an improved version of the original CCM fabrication process [11], thin-film catalyst layers are cast from an ink that consists of supported platinum catalyst and solubilized ionomer in the TBA⁺ form. A general scheme describing the preparation of a catalyzed membrane employing thin-film catalyst layers is given in Fig. 22.

As seen in Fig. 22, MEAs based on such thin-film catalyst layers can be constructed using a “decal” process, in which the ink is cast onto Teflon blanks for transfer to the membrane by hot-pressing. A second approach is to cast the same type of ink (TBA⁺ form of the ionomer) directly onto the membrane [12]. The latter process has an advantage over the decal process in
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Scheme describing preparation of catalyzed membranes for PEFCs by decal application of thin films (5–7 mm) of Pt/C/ionomer composite to the ionomeric membrane [11, 12].
the formation of a more intimate membrane/electrode interface. In the last step, the catalyzed membranes are rehydrated and ion-exchanged to the H\(^+\) form by immersing them in lightly boiling 0.5 M sulfuric acid for several hours, followed by rinsing in deionized water. PEFC MEAs prepared by this technique have achieved the combined properties of very high catalyst utilization, and stable long-term performance (4000–5000 hours) with several shut-off/restarts and with full performance recovery after the cell has been exposed to several freeze/thaw cycles.

PEFC polarization curves obtained with such thin-film catalyst layers applied by decal transfer to Nafion 117 and Nafion 105 (DuPont) membranes, as well as two other poly(PFSA) membranes, are shown in Fig. 8 for both H\(_2\)/air and for H\(_2\)/O\(_2\) operation. The platinum loading of the cathodes for the four MEAs were 0.13, 0.14, 0.16, and 0.13 mg Pt/cm\(^2\), respectively, and the anode catalyst loading somewhat lower. Also shown in these figures are the high-frequency resistances of the cells. Figure 8 shows the high PEFC performance achieved by the mid-1990s with low loadings of Pt applied by the thin-film, LANL technique, reaching current densities as high as 3 A cm\(^{-2}\) with oxygen cathodes and 1 A cm\(^{-2}\) at 0.6 V with air cathodes in PEFCs employing thinner ionomeric membranes. With highly purified H\(_2\) as the anode feed stream, the total loss in cell power measured for PEFCs based on such catalyzed membranes after 3000 hours of continuous operation at 0.5 V was only 10% [51]. The gas reactants are reported (Fig. 8) to have been pressurized to 5 and 3 atm, respectively, thereby allowing higher cell performance. However, these testing conditions were...
set at the time without full consideration of the overall system optimization for maximum efficiency and minimum size and weight. As of today (a decade later), a similar performance at similar, or even lower, catalyst loadings has been reported with both gaseous reactants at ambient pressure, as discussed in the following. Comparison of catalyst utilization obtained with the different PEFC catalysis techniques is given in Fig. 23, with all numbers applying to pressurized operation of the cells. The advantage in catalyst utilization with the thin-layer approach can be clearly seen, the utilization increasing with this approach particularly at the higher cell currents (lower cell voltage) owing to the minimized transport limitations in the thin catalyst layer.

Figure 24 shows a cross section of a Nafion membrane catalyzed by direct application of catalyst inks to its two major surfaces, as observed by SEM [52]. The thin slice of MEA required for SEM imaging was generated by microtome from the MEA encapsulated in epoxy. This figure actually describes an MEA prepared for a DMFC, with PtRu black and Pt black catalyst layers of relatively high loading, resulting in catalyst layers 10 and 14 µm thick (Fig. 24). The SEM image well depicts two generic characteristics of CCMs prepared by direct, ink-based application of the catalysts to the ionomeric membrane: the interface between the catalyst layer and the membrane is sharp on the SEM scale and the thickness of the catalyst layer measured from the

Fig. 24  A microtomed slice of a catalyzed Nafion™ 117 membrane used in a DMFC, imaged with an electron microscope. Two features gleaned from this image have been the sharpness of the catalyst layer/membrane interface (on the scale of the image shown) and a measured thickness of the catalyst layers about twice that calculated from perfect space filling by the composite catalyst layer material. The latter suggests a high fraction of free volume, facilitating gas transport [52].
image corresponds to a high-void volume fraction of 60–70% in the specific case shown.

The further, most recent significant advancement in the direction of thinner PEFC catalyst layers is based on a completely new concept of catalyst application to the polymeric membrane surface, demonstrated recently at the 3M company [53]. According to this new approach, an array of about 1-µm-long nanowhiskers, pointing up from the substrate surface, is first formed by vacuum deposition of a pigment (perylene red) onto a temporary substrate followed by thermal annealing. The Pt or Pt alloy catalyst is subsequently sputtered onto this supported array of nanowhiskers and the catalyst-coated whiskers are next pressure-embedded into the membrane surface, followed by removal of the decal support. Microimages of the nanowhisker array and of a cross section of the catalyzed membrane formed (in contact with an adjacent gas–diffusion layer) are shown in Figs 25 and 26, respectively. The limited length of the whiskers defines a very thin (about 1 µm thick) catalyst layer and, since the surface area (roughness) of the sputtered metal film itself around the whisker is relatively low, the total metal surface area in such nanostructured thin layers is, typically, 10–30 cm² Pt/cm² of membrane cross-sectional area – an order of magnitude lower versus that typically achieved with 2-nm catalyst particles applied to the membrane as composite Pt/C/ionomer layers. However, it turns out that the specific electrocatalytic activity (mA cm⁻² Pt) exhibited in the cathode process (oxygen reduction) by a relatively smooth Pt film sputter-coated onto such nanowhiskers is measured to be five to six times higher than that of 2 nm, pseudospherical Pt particles used to generate larger Pt surface areas. As a result, exceptional activities per milligram of Pt have been demonstrated with the 3M mode of CCM fabrication at ultralow total catalyst loadings of 0.1 mg Pt/cm² of membrane area. High PEFC

![Fig. 25 Nanostructured ultrathin film catalyst developed at 3M. (a) Micrograph at 10000 magnification illustrating the uniaxial orientation and the high number density of Pt-coated whiskers and (b) 150000 magnification view at 45° viewing angle of the whiskers in (a) [53a].](image-url)
higher specific catalytic activity (mA cm$^{-2}$ Pt at given $V_{\text{cath}}$) of such relatively smooth Pt films formed around nanowhiskers can be understood in light of other reported observations of lowered activity per catalyst surface area exhibited by Pt particles as small as 2 nm in diameter. The apparent reason for the “diminishing returns” seen on high dispersion of Pt catalysts beyond the level of 20–50 m$^2$ g$^{-1}$ Pt are nonoptimized strengths of surface-reaction intermediate bonds to a relatively large population of edge sites on such small metal particles. In contrast, the morphology of the Pt catalyst film around the nanowhisker indeed corresponds to a lower metal surface area but thereby avoids particle size–related drawbacks of very small individual catalyst particles. It can be readily understood (see Fig. 4) that the high performance of such ultrathin

![Fig. 26](image_url) Pt-coated nanowhiskers (Fig. 25) embedded into the ionomeric membrane and backed by a GDL to form an MEA with an ultrathin catalyst layer [53b].

Fig. 26: Pt-coated nanowhiskers (Fig. 25) embedded into the ionomeric membrane and backed by a GDL to form an MEA with an ultrathin catalyst layer [53b].
catalyst layer is strongly assisted by further shortening of the protonic, electronic, and reactant transport paths to all catalyst sites in the 1-µm-thick layer. However, limitation of such strongly reduced overall mass of catalyst arises in cases of fuel-cell electrocatalytic processes slower than those in hydrogen/air cells at a cell temperature over 70 °C. And, another obvious concern is the ever-growing sensitivity to some given level of impurity when the catalyst surface area is dropped to such low levels. On the other hand, an extra advantage of this type of catalyst is that the pigment support employed seems to be much less susceptible to electrooxidation than carbon (see section 8.3.5.2), consequently existing significantly better stability on the cathode side of the PEFC.

8.3.5.2 Long-term Stability of Membrane/Electrode Assemblies in PEFCs

A fuel-cell stack developed for transportation applications has to maintain a stable performance for thousands of hours while operating on realistic fuel feed streams, that is, feed streams possibly containing significant levels of impurities. And, the long-term performance stability demand on fuel-cell systems for stationary power generation (distributed generation) is an order of magnitude more severe, that is, of the order of 10⁴ hours. Critical questions raised in this regard are as follows:

1. Will the electrocatalytic activity be maintained in spite of the potential for (a) catalyst loss and/or catalyst agglomeration phenomena and (b) catalyst surface poisoning?

2. Is the integrity of the ionomeric membrane (specifically the poly(PFSA) membrane) within an operating PEFC, sufficient to prevent damage, for example, pinholes, during prolonged operation (with such damage possibly leading to hazardous, direct fuel/oxidant intermixing)?

3. Can the high protonic conductivity of the membrane be maintained for thousands of hours in spite of any possible source of trace ionic contaminants that could replace protons in the ionomer?

Reasonably satisfactory, albeit by no means complete, answers have been provided for the above questions. Life testing of pressurized PEFC stacks developed for space application at GE (later Hamilton Standard) first demonstrated thousands of hours of operation without failure [54]. A more recent, 11 000 hours test of a PEFC eight-cell stack with neat oxygen and neat hydrogen feeds showed a low decay rate of 1.3–1.4 µV hour⁻¹ under constant load [55]. In the last two cases, the catalyst loadings employed were high: at least 4 mg of Pt black per square centimeter on each side of the cell. The decay rate with order of magnitude lower catalyst loadings, as required for cost competitiveness in most PEFC applications, is still to be fully quantified for specific stack materials and builds and under various operation conditions. Oxidation of the carbon support material used in the Pt/C catalysts, typically employed in PEFCs of lower loadings, is one cause of faster deterioration in cells employing such lower loadings [56]. Highest rates of cathode carbon oxidation are measured at or near the open-circuit potential and are strongly enhanced at an elevated cell temperature. Under open-circuit conditions, the cathode is not protected by the lower electrode potential established under current ("providing cathodic protection") and the Pt-catalyzed, carbon-support oxidation rate then becomes highest, with
possible results ranging from loss of cathode catalyst layer transport characteristics to overall catalyst layer disintegration. Possible countermeasures are the use of more graphitized carbon supports that are less vulnerable to oxidation and/or optimization of the operation conditions, for example, leaving the cell under load until it cools down significantly to provide maximum cathodic protection to the cathode as long as the cell temperature is elevated.

The Pt catalyst itself is also found to be vulnerable to some loss by corrosion, involving oxidation of Pt metal atoms from the catalyst particle to generate Pt ions, that is, Pt particle dissolution. Recent work [57, 58] has revealed a behavior of Pt in this regard that is not unlike that of more reactive metals: Pt can be, within the potential range relevant for PEFC or DMFC electrodes, in either a “passive state” or in a more “active state” with regard to metal dissolution rates. A passive state of the Pt catalyst in a PEFC, cathode, is established on steady operation at potentials above 0.8 V versus the hydrogen electrode, at which potential a protective superficial surface oxide layer forms on the Pt catalyst surface, reducing the rate of metal dissolution to very low levels. The “active state” of Pt occurs, on the other hand, as result of the reduction in this surface oxide layer, typically by operation for some period of time at a lower electrode potential, for example, 0.5 V versus hydrogen. Once a Pt particle surface is “activated” in this way, fast subsequent perturbation of the cathode potential back to values higher than 0.8 V results in unusually high instantaneous rate of Pt dissolution, lasting until the passive state is reestablished by surface oxide formation.

Pt catalyst ripening in PEFCs electrodes, resulting in loss of catalyst active area, was described earlier on [51]. Catalyst ripening was measured in PEFC cathodes of low Pt loading, that operated continuously for 2500 hours on pressurized hydrogen and air at a cell voltage of 0.5 V [51]. Using TEM imaging, measurements taken for the cathode catalyst showed that slow catalyst ripening took place, resulting in a decrease in Pt surface area from an initial value of 100 m² g⁻¹ to 70 m² g⁻¹ after 1000 hours and to 40 m² g⁻¹ after 2500 hours. The results of particle size distribution analyses for as-supplied Pt/C catalysts and for such catalysts after prolonged use in the PEFC cathode are shown in Fig. 28. Such surface area loss (Fig. 28) suggests that the cathode catalytic activity should have declined by about 60% between the beginning and the end of the life test. However, long-term losses of the cell current measured at 0.8 V between beginning and end of the life test (2500 hours) were practically negligible. A likely explanation is that such loss of Pt surface area is compensated by a higher specific activity per unit Pt surface area (mA cm⁻² Pt) of the larger Pt catalyst particles formed in the particle agglomeration process.

The vulnerability of Pt and Pt alloy catalysts to poisoning by trace contaminants at operation temperatures typical for a PEFC is well documented and is of clear concern in the design of a power system based on a PEFC stack. Sources of contaminants include both fuel and air feed streams as well as processes derived from chemical instability of cell component(s). As to the feed streams, “polishing” of anode feed streams generated by fuel processing upstream the cell should leave very low levels of CO to be dealt with effectively within the cell (see Sect. 8.3.7.1), whereas any traces of sulfur or ammonia have to be perfectly eliminated upstream the anode.
[59], which requires, in the case of some fuel sources, the introduction of dedicated traps/filters. Filters are also routinely used for the air feed stream to minimize entry of any hydrocarbon, sulfur, nitrogen oxides, and other “bad players” into the cathode, thereby readily causing catalyst surface poisoning. The common approach to minimize any question marks on possible catalyst poisoning originating from cell hardware components, is to prefer graphite or composite carbon/polymer structural elements to metal elements. The latter can be a source of trace metal ions that could poison the Pt or Pt-based catalyst, particularly in cases with a strong tendency for “underpotential deposition”. However, superior mechanical properties of metal components allowing to achieve structural integrity with thinner profiles provide a sufficient drive for their use in PEFC and DMFC stacks of higher power densities in spite of remaining corrosion concerns. To protect both the membrane and catalyst from possible detrimental effects of leached metal ions, requires great care in the selection of the structural materials and involves, in many cases, surface coating to achieve a well-protected metal surface. Some basic rules typically followed are (1) use of “more noble” forms of stainless steel for any stack or “plumbing” component of a PEFC system, for example, use of 316 L stainless steel as minimum (and avoidance of any less expensive alloys like 304) and (2) for stack structural elements and current collectors, application of a surface coat of good adhesion to the substrate metal surface that exhibits low contact resistance when pressed against the carbon-based backing layer of the MEA. Such possible metal surface coats include carbon-based coats, electronically conducting oxide-based coats,
or thin gold coats where cost is of lower concern.

The mechanical integrity of ionomeric membranes employed in PEFCs is challenged when the membrane thickness is taken down to 25 µm or even lower, as required for maximizing power output and facilitating water management. Reported life tests suggest that such thin poly(PFSA) membranes have sufficient intrinsic integrity, which may be improved further through the use of reinforcement by some open mesh, as fabricated, for example, by W.L. Gore. However, any imperfections in stack design and build, together with various possible modes of chemical attack on the membrane in the operating PEFC, result in membrane operational integrity that can fall significantly short of expectation based on mechanical properties of the dry, or the wet membrane. Furthermore, membrane failure will likely occur if PEFC stack design does not ensure sufficient humidification over the whole area of the membrane under the complete range of conditions. Local thermal runaway cannot be ruled out if local dehydration brings about increased local membrane resistivity and, in turn, increased heat generation next to highly resistive fraction(s) of membrane area. Membrane integrity can also be challenged by the (lateral) dimensional changes of membrane segments clamped between hardware elements of the stack, as result of “dry-wet” cycles. Counter measures include avoidance of severe dry-out at elevated temperatures and improvement of the hydro-rheological properties of the ionomeric membrane.

Membrane conductivity losses by ion exchange seem to be easier to prevent: only small losses of protonic conductivity, of the order of 5–10% after 4000 hours, have been observed in well-humidified cells during PEFC life tests according to measurements of cell impedance at 5 kHz [11]. However, the deionized water employed in the humidification scheme in such tests [11] had very low levels of metal ions (e.g., Fe$^{2+}$/Fe$^{3+}$, Ca$^{2+}$, or Mg$^{2+}$). Such multivalent ions exchange irreversibly with protons in the poly(PFSA) membrane, causing a drop in membrane conductivity. Deionizing the water used for PEFC humidification is, therefore, required, and appropriate plumbing materials should be used to avoid generation of ionic contaminants by corrosion processes.

A critical issue of chemical instability of the ionomeric membranes most commonly used in PEFC technology, repeatedly brought up recently, is the attack of poly(PFSA) membranes by OH⁻ radicals, followed by further attack by hydrogen peroxide [60]. There is good evidence for the formation of OH⁻ radicals in the PEFC cathode by recombination of hydrogen crossing over the membrane with oxygen at the cathode or vice versa with formation of the OH⁻ radical at the anode. Although the crossover rate of hydrogen and oxygen through the membrane is equivalent of only several milliamperes per square centimeter, it is apparently sufficient to cause enough initial damage to the structure of poly(PFSA) materials currently manufactured, and this initial attack by the OH⁻ radical apparently triggers further attack of the membrane by hydrogen peroxide. The latter is a not uncommon side product of the cathode process, particularly when the cathode catalyst surface is partly deactivated. Remedial efforts pursued at this time, include minimizing the probability of OH radical formation in the cell by maintenance of high membrane hydration through the thickness dimension (hence use of thinner membranes) as
well as protecting vulnerable sites in state-of-the-art poly(PFSA) polymeric material, suspected to be associated with polymer chain termini. Very recent reports suggest that cerium, or manganese ion additives provide protection against of radial attack in poly(PFSA) membranes.

Finally, the ability to withstand freeze/thaw cycles is another important aspect of the long-term performance stability demanded of an MEA in a PEFC or DMFC in any application involving stack exposure to "the elements". Recent reports from UTC Fuel Cells of PEFC stack recovery from deep freeze by just electrically loading the stack, that is, allowing self generated current to pass through the cells of the stack, have been of great interest. Those reports, also highlighted, however, fluctuations of ice crystals location and morphology within the stack during such freeze/thaw cycles, which could, in principle, cause some structural damage. MEA and overall stack vulnerability to freeze/thaw cycles is certainly a sensitive function of stack design, particularly regarding water management under load as well as when idling. The final word on the extent of any damage per given design, following more than just several cycles as demonstrated to date, is still awaited.

8.3.6 From a PEFC Stack to the PEFC Power System

Figures 3–5 describe how, by fabricating the framed MEA and stacking multiple MEA/bipolar plate building blocks containing flow fields for air and fuel streams (Fig. 2), the PEFC stack fabrication is completed. The stack is indeed the heart of any PEFC power system and the quality of a PEFC power system depends to large degree on the quality of the stack, including power output per unit weight coupled with a desirable conversion efficiency, long-term performance stability, and the probability of failure.

A fuel-cell power system requires however, additional component and, in some typical cases, such auxiliaries constitute the larger fraction of the power system. The simplest fuel cell systems are associated with direct conversion fuel cells and, in the case of the PEFC, such simple systems are based on direct conversion of 100% hydrogen fuel. The most relevant potential application is in transportation, where 100% hydrogen fuel is to be carried on board and fed directly to the anode side of the stack. As can be seen in Fig. 29a [61], the system components required in addition to the stack itself have functions of air and of water management. Air has to be passed continuously through the cathode side of the stack and this requires a fan, air pump, or an air compressor, depending on the stack design and on the required stack performance. Recent stack designs typically prefer to minimize air pressure to 1.5 atm (abs) as a compromise between the need to enhance the partial pressure of oxygen in air/saturated water vapor mixtures at cell temperatures of 70 °C or above and the counter requirement to minimize compressor losses.

Water management can be most simply achieved by providing the gas feed humidification level required to maintain the conductivity of the fuel-cell membrane and of the ionomers in the catalyst layers. Gas feed humidification has been achieved by a variety of methods including, for example, "enthalpy exchangers" [6] and porous bipolar plates [62]. The two latter approaches rely on utilization of stack-produced water, thereby eliminating the need of frequent "water refill". The system in Fig. 29a, can use a condenser to
Fig. 29  Schemes of power systems based on a neat hydrogen/air, PEFC stack, for the case (a) where pre-humidification of the incoming fuel feed stream is required and (b) where satisfactory stack hydration is achievable w/o pre-humidification of the incoming fuel feed stream [61].

ensure sufficient capture of water from the cathode exhaust so as to achieve water mass balance with no need of water supply from the outside. The liquid water is then collected and pumped externally to the cell into two humidifiers for the incoming air and the incoming hydrogen streams, respectively, thereby ensuring effective humidification across the active area of each cell. The same function of
water exchange between exhaust and inlet streams can be basically achieved within the stack, using concepts like the ones described in Ref. 6 or 62. When this is effectively implemented, there is no need to humidify the inlet feed streams, either fuel or air, in front of the stack. The system becomes, as result, significantly simpler, as shown in Fig. 29b [61].

In contrast to such relatively simple systems shown in Figs. 29a, b a PEFC power system using some “hydrogen precursor”, for example, natural gas, which needs to be processed upstream the PEFC to generate a hydrogen-rich gas mixture as feed stream to the stack, is significantly more complex [63]. A generic block diagram for such a power system is provided in Fig. 30. Multiple-step processing of the fuel at high temperatures, including reforming, shift reaction, and selective oxidation, is required to convert a hydrocarbon fuel to the required mixture of hydrogen, carbon dioxide, nitrogen, and water vapor fed to the PEFC stack. The complexity of fuel processing has a lot to do with the need to lower the level of carbon monoxide in the processor outlet stream to accommodate a fuel cell operating under 100 °C (see Sect. 8.3.7.1). The obvious rationale behind such a complex system is the ready availability of, for example, natural gas as fuel for a power system, whereas the 100% hydrogen fuel that could enable a much more simple system is not readily available at this point for any large-scale application.

In a PEFC power system, losses in fuel processing upstream the cell add to the losses in the stack itself and the result is that, when starting from a fuel like
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**Fig. 30** Scheme of a power system based on a PEFC stack operating on reformed carbonaceous fuel (e.g., natural gas) and air [63].
natural gas, the overall efficiency of the system is not better than 70–80% of the efficiency of the stack, that is, with a PEMC stack operating, for example, at 60% conversion efficiency, the overall conversion efficiency of natural gas-to-hydrogen–rich gas mixture-to-electric power is not likely to be better than 42–48%. Successful implementation of a PEMC power system employing a tank of carbonaceous fuel, becomes to a large degree a function of the fuel processing subsystem, and the pretty complex fuel, air, water, and heat management required in a system operating between a temperature close to 1000°C (natural gas reformer) and 70°C (PEMC stack). Further detail about fuel-cell systems can be found in Refs 3 and 5.

8.3.7 Electrocatalysis and Electrodes in PEMCs

8.3.7.1 The Anode Process in the PEMCs

The rate of the hydrogen oxidation process at the Pt/ionomer interface at 80°C is very high (a current density of 1 A cm⁻² is obtained at an anode overpotential of a few mV) as long as the catalyst surface is not contaminated by adsorbed impurities. Nevertheless, in actual PEMC systems, the anode typically presents significant challenges regarding the very high sensitivity of Pt and Pt alloy anode catalysts to fuel impurities at the cell temperatures typical for PEMCs. It is particularly the strong sensitivity of the anode catalyst to traces of CO in the fuel feed stream, that makes “good CO tolerance” a property of high premium in PEMC technology, particularly when the hydrogen feed is derived by processing of carbonaceous fuels. The maximum power output of a PEMC drops by almost an order of magnitude when the feed is changed from pure hydrogen to a diluted hydrogen feed stream containing 100 ppm CO. Such high sensitivity to this very common impurity highlights a disadvantage of this low-temperature fuel-cell technology that accompanies all the important advantages rendered by low temperature of operation.

The science and technology of the PEMC anode have consequently focused on the issue of impurity tolerance, targeting high-performance levels in PEMCs operating on processed carbonaceous fuels. Processed natural gas (methane) has always been considered the appropriate feed stream in stationary power applications (“distributed generation”) of PEMCs and, particularly during the 1990s, not only methanol but even gasoline was considered as possible feed for a fuel processor on board a vehicle generating hydrogen-rich gaseous mixtures for PEMC vehicular power sources [64]. In PEMC systems based on autothermal reforming of gasoline, or of methane, it would be required to achieve high cell and stack performance with anode feed streams as low as 40% in hydrogen and containing CO and other critical impurities, such as ammonia, at levels that will strongly affect performance and performance stability, unless dedicated, additional system components and processes are introduced.

8.3.7.1.1 The PEMC Anode with Pure Hydrogen Feed

Probably as a result of the high performance of (pure) hydrogen Pt anodes in PEMCs, relatively little work has been done on the rate and mechanism of the hydrogen oxidation process at an impurity-free Pt/ionomer interface. Impedance spectroscopy work performed by Raistrick [65] on a model system of a flat Pt electrode pressed against a Nafion membrane, revealed details of the mechanism of hydrogen oxidation at the Pt/ionomer interface at room temperature.
8.3 Polymer Electrolyte and Direct Methanol Fuel Cells

An example of an impedance spectrum measured by Raistrick for the H₂/H⁺ couple at the smooth Pt electrode/hydrated Nafion™ membrane interface at room temperature is given in Fig. 31. The spectrum includes three features which correspond, in order of increasing frequency, to (1) mass-transport-limited supply of H₂ gas to the planar Pt electrode pressed against the membrane, (2) the dissociative chemisorption of H₂ molecules on Pt catalyst sites to form adsorbed hydrogen atoms, and (3) electrooxidation of adsorbed hydrogen atoms. The resolution of the latter two steps in the overall interfacial process of hydrogen electrooxidation can be contrasted with the impedance spectrum for the ORR at the smooth Pt/Nafion membrane interface (see Fig. 47), which includes only a single feature associated with interfacial charge-transfer indicating a single rate-limiting interfacial charge-transfer step. The interfacial process of H₂ electrooxidation seems to be controlled at higher current densities by the rate of the dissociative chemisorption step [65], and this impedance spectral feature is also most strongly affected by the introduction of traces of carbon monoxide into the hydrogen gas [65]. The total impedance associated with the interfacial hydrogen oxidation process at the Pt/hydrated Nafion™ membrane interface is much smaller compared to that of the ORR process in the same electrolyte. The total faradaic impedance at the equilibrium potential for the H₂/H⁺ couple is seen in Fig. 31 to be around 25 Ω cm⁻², corresponding to an exchange current density of the order of 1 mA cm⁻² Pt for the H₂/H⁺ couple at the Pt/Nafion membrane interface at room temperature. A similar net rate for the ORR at this interface is achieved only at cathodic overpotentials exceeding 0.4 V, which means that the electrocatalytic ORR process is about 4 orders of magnitudes slower.

As a result of the high rate of the hydrogen oxidation process at Pt in contact with this ionomeric medium, the interfacial potential drop at a well-humidified H₂ anode in a PEFC operating...
at 80°C is very low: for a hydrogen exchange current density of 10 mA cm\(^{-2}\) at 80°C and with 400 cm\(^2\) Pt/cm\(^2\) of cross-sectional area of the MEA (from, e.g., 0.3 mg of (2 nm) Pt particles per square centimeter of cross-sectional area), the effective anode exchange current density is 4 A cm\(^{-2}\) and the anode overpotential at cell current of 1 A cm\(^{-2}\) can be calculated from the linear current density versus overpotential expression as

\[
\eta_{\text{anode}} = \frac{(RT/F)J}{J_0} \quad (23)
\]

yielding \(\eta_{\text{anode}}\) of just 6 mV at what is typically the PEFC current density at peak power.

However, the case will be quite different if (1) the anode side of the membrane becomes dehydrated (see Sect. 8.3.4.4.3) and/or (2) the hydrogen feed stream to the cell is less than perfectly pure. The latter point is discussed in detail next.

### 8.3.7.1.2 The Anode Process in a PEFC Operating on Reformed Carbonaceous Fuels

PEFC power systems for stationary power generation, as well as some power systems for transportation, have relied on processing of liquid fuels on board the vehicle to generate a hydrogen-rich gas mixture as the feed stream for a PEFC stack. Steam reforming of methanol and autothermal reforming of gasoline-like fuels have been the two most commonly considered and investigated systems of fuel processing on board vehicles, whereas methane processing has been developed for stationary applications. Methanol has the advantage of a relatively low-temperature steam-reforming process, yielding a gas mixture with hydrogen at levels as high as 75% of dry gas composition. Gasoline, on the other hand, was looked at for several years as a possible source of hydrogen, although it requires significantly higher temperatures for autothermal processing and the latter process yields typical compositions of 35–40% hydrogen in the dry gas mixture. The obvious incentive to tackle such (very) high technical hurdles in the development of a gasoline on board processing subsystem was the hope to rely on the present infrastructure of fuel for transportation. In both of these fuel-processing systems, water shift and oxidative fuel cleanup steps follow the steam or autothermal reforming step. These steps lower CO levels in the product gas mixture from several percents down to the 10–100 ppm level, as required for use as anode feed stream in a PEFC operating at 80°C. The anode feed stream in such systems is thus typified by hydrogen mole fractions (before humidification) ranging between 0.4 and 0.75 and by the presence of 10–100 ppm CO, a serious poison of Pt-based anode catalysts operating at 80°C.

The effect on PEFC performance of 10–100 ppm CO in the anode feed stream is very substantial when Pt catalyst is used in the anode. It can be seen from Fig. 32 that the effect of CO can be qualitatively described in terms of some “critical current density” of value which drops with the level of CO in the anode feed stream. When current demand is below the critical current level, the PEFC maintains practically CO-free cell performance, whereas above that critical current level, cell performance drops sharply as the cell voltage falls well under the corresponding CO-free level. The explanation for this behavior was provided by a model that considered the interfacial kinetics at the PEFC anode in the presence of low levels of CO [42, 66, 67].

Four processes, expressed in the following Eqs (1–4), were assumed to determine the interfacial kinetics [66]. By itself, M
Corresponds to a vacant catalyst site, otherwise either H or CO is attached to the site.

\[
\begin{align*}
\text{CO} + M & \xrightleftharpoons[k_{fc}]{b_{fc}(\theta_{CO})} (M - \text{CO}) & (24) \\
\text{H}_2 + 2M & \xrightleftharpoons[k_{fh}(\theta_{CO})]{b_{fh}(\theta_{CO})} 2(M - \text{H}) & (25) \\
(M - \text{H}) & \rightarrow H^+ + e^- + M & (26) \\
\text{H}_2\text{O} + (M - \text{CO}) & \rightarrow k_{ec} M + \text{CO}_2 + 2H^+ + 2e^- & (27)
\end{align*}
\]

The first two equations represent the competing processes of CO adsorption and dissociative chemisorption of H\(_2\). As seen, it was assumed [66] that desorption rate for CO and the adsorption rate for hydrogen could both be functions of \(\theta_{CO}\). The third process (26) generates the current corresponding to anodic hydrogen oxidation, that is, electrochemical oxidation of adsorbed hydrogen atoms. The fourth process (27), corresponding to the electrochemical oxidation of CO to CO\(_2\), reaches measurable rates only at higher anode overpotential. Nevertheless, very low rates (e.g., microamperes per square centimeter of MEA cross-sectional area) of process (27) expected at anode potentials well under the value normally considered as “onset” or “threshold” of CO electrooxidation, are calculated to be sufficient to significantly increase the rate of process (25) and, consequently, the overall rate of hydrogen oxidation in the presence of low levels of CO. The anode overpotential required to accelerate process (27) to some significant
rate would depend primarily on the potential (versus RHE) corresponding to a similar rate of “water activation” to form active oxygen intermediate on the surface of the anode electrocatalyst. Anodically formed surface oxygen will act subsequently readily with adsorbed CO to complete process (27). Step (27) is indeed commonly described as a sum of two substeps:

$$
\begin{align*}
M' + H_2O & \rightarrow M' - OH + H^+ + e^- \\
M - (CO) + M' - OH & \rightarrow CO_2 + H^+ + e^- + M' + M
\end{align*}
$$

(28)

(29)

On a Pt catalyst particle, M’ and M are (obviously) Pt surface sites, although CO adsorption and water activation may take place on distinguishable types of sites for example, CO adsorption on crystal surface terraces and OH formation on steps, or edges, with the process then being completed by migration of the mobile, adsorbed CO molecules along the terrace to the step to recombine with the surface OH groups. In the case of PtRu alloys, known to enable onset of process (28) at significantly lower anode potentials versus unalloyed Pt, M’ in Eq. (28) is likely a Ru site, whereas M is likely an adjacent Pt surface site.

On the basis of the scheme described by Eq (24), Eqs. (30) and (31) represent the steady-state catalyst surface balance of adsorption, desorption, and electrooxidation fluxes of carbon monoxide and of hydrogen. If the intermediate hydrogen step is second order in catalyst sites, as was assumed on the basis of the nature of process (25) [66], then, in Eq. (31), \( n = 2 \). Equations (30) and (31) determine \( \theta_{CO} \), the fraction of catalyst sites with adsorbed CO, and \( \theta_h \), the steady-state fractional coverage with adsorbed H at steady state, at anode potential \( V_a \). The fluxes are also all in units of equivalent current density. The quantity \( \rho \) represents the molar area density of catalyst sites times the Faraday constant.

\[
\rho \dot{\theta}_{CO} = k_{fc} x_{CO} P_A (1 - \theta_{CO} - \theta_h)
- b_{fc} k_{fc} \theta_{CO} - k_{ec} \theta_{CO} e^{\frac{V + V_{eq}}{b_c}} = 0
\]

(30)

\[
\rho \dot{\theta}_h = k_{fh} x_{h} P_A (1 - \theta_{CO} - \theta_h)^n - b_{fh} k_{fh} \theta_h^n
- 2 b_h k_{eh} \sinh\left(\frac{V_a + V_{eq}}{b_h}\right) = 0
\]

(31)

\[
\rho \dot{\theta}_{CO} = k_{ec} \theta_{CO} e^{\frac{V + V_{eq}}{b_c}},
\]

(32)

Current density expressions for hydrogen and CO oxidation, \( j_h \) and \( j_{CO} \), are given in Eq. (32) as a function of anode potential \( V_a \) referenced to a SHE corrected for local Nernstian potential shift associated with local values of \( p_{H_2} \) different than 1. Note that the same overpotential is assumed at a given anodic potential for both \( H_{ads} \) and \( CO_{ads} \) electrooxidation. This means that both \( k_{fh} \) and \( k_{fc} \) describe the rate of the anodic process at 0 V RHE (and full surface coverage by the corresponding surface species).

If all the rate constants are independent of \( \theta_{CO} \), that is, \( k_{fh} \) and \( b_{fc} \) are constant, then an analytic solution for \( \theta_h \) and \( \theta_{CO} \) is given by Eq. (33) with intermediate variables defined in (34) [66]. From the expressions for \( j_h \) and \( j_{CO} \) in Eq. (32), the kinetic current densities of hydrogen and of CO electrooxidation can be evaluated.
Variation of \( b_{\text{fc}} \) with \( \theta_{\text{CO}} \) in Eq. (36), using a \( \delta (\Delta G_{\text{CO}}) \) value of 20 kcal mol\(^{-1}\), reproduced the observed dependence of the “critical current density” (current at which the anode overpotential begins to steeply increase) on CO partial pressure for Pt/C anode catalysts. \( \delta (\Delta G_{\text{CO}}) \) is the difference in the adsorption-free energy assumed between \( \theta_{\text{CO}} = 1 \) and 0. Figure 33 shows the fits of such model calculations to experimental data for PEFCs operating with a range of CO levels in H\(_2\) anode feed streams, duplicating the form of the polarization curves recorded, as well as the dependence of critical current on \( P_{\text{CO}} \) for CO levels in H\(_2\) ranging between 25 and 250 ppm.

Basically, the “critical current density” feature is the result of a catalyst surface with much higher adsorption affinity to CO molecules than to H atoms (from H\(_2\)) and, at the same time, much higher electrooxidation rate of H\(_{\text{ads}}\) than of CO\(_{\text{ads}}\) in the relevant anode potential range. At such a catalyst surface, the overall rate of H\(_2\) electrooxidation is determined by the limited rate of dissociative adsorption of hydrogen (25) taking place at a (very) limited number of anode catalyst sites remaining free of adsorbed CO. Since process (25) is a chemical, rather than electrochemical, step, that is, it is not associated with interfacial charge transfer, it cannot be accelerated beyond the “critical current density” by overpotentials typical for a CO-free hydrogen anode. Under such conditions, increase in anode potential can accelerate the rate of hydrogen electrooxidation only through electrochemical removal of adsorbed CO. This process (27) takes place at very low rates at anode potentials lower than 0.3 V versus hydrogen.

To strongly accelerate process (27) further to secure a larger fraction of CO-free Pt surface sites and thereby a higher rate of \( 25 + (26) \), a large jump in anode overpotential, which results in the fall in cell voltage by 0.3–0.4 V seen in Figs 32 and 33, is required.

### 8.3.7.1.3 Anode Catalyst Cleansing by Oxygen Bleeding

The cell behavior recorded in the presence of low levels of CO, as
seen in Figs 32 and 33, clarifies the significant challenge of maintaining high performance in PEFCs operating with anode feed streams derived from processed carbonaceous fuels. When considering losses in the fuel-processing steps upstream the PEFC and, in addition, the significant cathode losses in the PEFC itself, it is readily understood that, to maintain an attractive energy-conversion efficiency, the PEFC cannot be allowed to operate at anode overpotentials significantly higher than 50 mV. Therefore, maximizing the “critical current” (Figs 32 and 33) at some given level of CO in the anode feed stream is essential. One possible approach demonstrated to the mitigation of CO poisoning at the PEFC anode catalyst is to bleed low levels of oxygen or air into the CO-contaminated anode feed stream [68, 69]. It was first demonstrated for Nafion-impregnated gas-diffusion anodes (0.4 mg Pt/cm²) that bleeding of 0.4–2% oxygen into the CO-contaminated H₂ feed stream can completely correct for deleterious effects of 5–100 ppm CO. It is essential that the levels of oxygen employed in this in situ bleeding approach be well below the explosion threshold for O₂/H₂ mixtures (5% O₂ in hydrogen). Because of this limitation, the maximum level of CO that can be treated effectively by this in situ oxygen (or air)-bleeding approach is not more than several hundred parts per million. The effectiveness of the in situ bleeding of oxygen in removing deleterious effects of CO in PEFC anodes can be understood from the following sequence of processes at a PEFC Pt anode catalyst exposed to H₂ with residual levels of CO. As discussed earlier in this section, the affinity of CO to Pt surfaces at 80°C is so strong that the
catalyst surface coverage by CO is very high in the presence of just 10–100 ppm CO. Schematically describing the case for, for example, 10 ppm CO in H₂, the Pt catalyst deactivation process can be schematically described as:

\[
(10 \text{ ppm CO})(1 \text{ atm H}_2) + \text{Pt} = \text{Pt–CO}_{\text{ads}} \\
\text{(also, } (10 \text{ ppm CO})(1 \text{ atm H}_2) + \text{Pt–H}_{\text{ads}} = \text{Pt–CO}_{\text{ads}} + 1/2\text{H}_2) \tag{37}
\]

“Cleansing” of the catalyst site by bleeding of dioxygen can then be described by the following equations:

(a) \[\text{Pt–CO}_{\text{ads}} + (2\%)\text{O}_2(1 \text{ atm H}_2; 10 \text{ ppm CO}) + \text{Pt} = \text{Pt–O}_{\text{ads}} + \text{Pt–CO}_{\text{ads}} \tag{38a}\]

(b) \[\text{Pt–CO}_{\text{ads}} + \text{Pt–O}_{\text{ads}} = \text{CO}_2 + 2\text{Pt} \tag{38b}\]

with any oxygen beyond that consumed in process (38), reacting with hydrogen at CO-free Pt sites, according to

\[1/2\text{O}_2 + \text{H}_2 = \text{H}_2\text{O} \tag{39}\]

As Eq. (37) and (38) suggests, the strong preferential adsorption of CO at the Pt site is also the basis for its catalytic chemical oxidation by the O₂ molecules introduced into the anode feed stream. This chemical oxidation of CO by dioxygen at the Pt anode catalyst most probably takes place by dissociative chemisorption of oxygen followed by a bimolecular surface reaction between adsorbed CO and adsorbed O atoms (Eq. 38a,b) [70]. As described in the schematic reaction sequence, following oxidation of CO off the Pt surface, the remaining (i.e., most) introduced oxygen in the anode feed stream would recombine at Pt sites freed of CO, with hydrogen present in large excess in the anode compartment (Eq. 39). This recombination process results in loss of fuel (hydrogen) at a percentage that is twice the oxygen level in the anode.

Continuous bleeding of low levels of oxygen prevents anode poisoning from taking place altogether [68, 69] as the CO in the fuel feed stream continuously reacts at anode Pt sites with the oxygen added to the fuel feed stream according to

\[\text{CO(g) + O}_2(g)(+\text{Pt}) = \text{O/Pt + CO/Pt} \]

\[= \text{CO}_2 + \text{Pt} \tag{40}\]

thus maintaining zero CO level in the gas phase within the anode compartment. This could be demonstrated experimentally by analyzing the anode exhaust stream when the anode feed stream contained 100 ppm CO and 2% O₂ was continuously added.

In the original demonstrations of such oxidative cleansing of the PEFC anode in the presence of up to 100 ppm CO [68], some excess of unutilized catalyst in the Nafion-impregnated gas-diffusion electrodes employed apparently provided sites for chemical oxidation of CO (Eq. 38). To further probe this understanding, a reactive “prefilter” for carbon monoxide, consisting of a Pt-catalyzed gas-diffusion electrode without any added ionomer, was introduced in the anode feed stream between the air bleed injection point and the anode inlet, thus adding more Pt sites in direct contact with the anode feed stream [71]. With this active prefilter in line, 1% air was sufficient for complete performance recovery at the level of 20 ppm CO in the H₂ feed stream, compared with 1% of neat O₂ necessary to take care of the same CO level without such an active prefilter. Finally, in light of the recently established understanding on the detrimental effects of OH• radicals that tend to form by oxygen/hydrogen recombination at the PEFC anode (see Sect. 8.3.5.2), there is good reason to have the oxidative cleansing of the
black hydrogen feed stream take place in a separate "catalytic filter" upstream the anode catalyst. With proper design of this active prefilter, very little oxygen would reach the anode catalyst.

8.3.7.1.4 CO-tolerant PEFC Anode Catalysts Although demonstrated successfully in PEFC stacks with CO-contaminated feed streams, air bleed into the anode is not considered a problem-free approach. Mixtures of hydrogen and oxygen are of some concern even in well-controlled systems. Consequently, the search for a PEFC anode catalyst of better CO tolerance has been pursued. At such an anode catalyst, the hope is that a sufficient rate of CO electrooxidation could be obtained closer to 0 V versus RHE, such that a sufficient number of "free" Pt sites could be maintained at steady state at low anode overpotential. This requirement corresponds to values of \( k_e \) in Eq. (27) exceeding that for Pt catalyst by at least 2 orders of magnitude. Alternatively, or in addition, lower affinity of CO to an optimized anode catalyst surface, corresponding to higher \( b_{fc} \) in Eq. (24), would also bring about improved tolerance. PtRu catalysts have been most extensively researched, developed, and demonstrated in recent years as CO-tolerant anode catalysts in PEFCs [72–74]. Other alternative to PtRu anode catalyst exhibiting significant CO tolerance, for example, PtMo, have also been described [75]; however, such alternatives have not been fully demonstrated to have superior catalytic properties and long-term stability.

An approach described most recently for maximizing CO tolerance at relatively low anode catalyst loadings involves a combination of a CO-tolerant electrocatalyst, for example, a PtRu alloy and a separate chemical oxidation catalyst layer of zero ionomer content, embedded within the anode structure itself in front of the (ionomer rich) anode catalyst layer. The latter serves the same function as that of the "catalytic prefilter", originally described in Ref. 71. Such properly positioned, "bifunctional" anode catalyst structures allow to combine oxidative lowering of Pco in the anode by air bleed, with maximized tolerance of the electrocatalyst to any remaining low level of CO in the gas mixture reaching the electrocatalyst. PEFC performance level very close to that achieved on neat hydrogen was demonstrated with such a composite anode in operation with an anode feed stream of 40% hydrogen containing 100 ppm CO and is presented in Fig. 34 [42]. The figure also highlights the fact that CO2, a major constituent in the anode feed stream in reformate/air PEFCs, is not playing a role other than that of fuel diluent. This is nontrivial because CO2 could also react chemically with hydrogen ("reverse water shift") at the anode catalyst to form CO in situ. Such reactivity of CO2 in the PEFC anode was recorded with nonoptimized anode catalysts/structures.

8.3.7.1.5 The PEFC Anode: Summary The rate of hydrogen oxidation at an impurity-free, well-humidified Pt/ionomer interface with catalyst surface area of the order of 100 cm\(^2\) Pt/cm\(^2\) of membrane area is sufficiently high to limit anode voltage loss in PEFCs to several millivolts at 1 A cm\(^{-2}\), as indeed observed with hydrogen feed streams of high purity. However, anode catalyst poisoning by CO is a major challenge that needs to be addressed in each PEFC-based power system according to the expected composition/residual contamination of the fuel feed stream. Levels of CO up to 100 ppm in the anode feed can be taken care of by in situ bleeding of air, using a properly
configured anode. Such an anode would likely use a separate chemical oxidation catalyst, not in contact with the ionomer, placed apart from a CO-tolerant electrocatalyst, which is intimately mixed with the ionomer and placed in direct contact with the ionomeric membrane. While the “air bleed” approach has been shown to be effective in the operation of PEFC stacks with processed carbonaceous fuels alternatives to air bleed will undoubtedly be further pursued, at least because of any remaining safety concerns. One such straightforward alternative is relying on the best CO-tolerant anode electrocatalysts available, avoiding completely air bleed. This option, however, involves larger anode losses, particularly at CO levels of 100 ppm or above. Another future option considered for significantly enhancing the tolerance to CO, is based on the possible use of higher temperature membrane technology that would allow nonpressurized cell operation at temperatures in the range 120–150°C. It is intrinsically difficult, however, to achieve high electrode performance in PEFCs operating at low water activities (see Sect. 8.3.7.2). Consequently, in membranes exhibiting high proton mobility above 120°C, rendered, for example, by (neat) PA “dopant” [21] even at very low membrane water content – the cathode electrocatalytic activity is 2–3 orders of magnitude lower versus that achieved at 80°C in PEFCs with hydrated poly(PFSA) membranes. To date, such trade-off between higher CO tolerance and lower cathode electrocatalytic activity remains the case for all membrane electrolytes tested at temperatures over 100°C under low water activity conditions. Finally, CO is not the only fuel-derived contaminant affecting anode performance.

Fig. 34. Tolerance to CO, demonstrated experimentally at 70% fuel utilization with inlet fuel feed of 40% hydrogen containing 100 ppm CO. Bleeding air at 4% by volume into such anode feed stream is seen to restore the performance back very close to the CO-free, 40% hydrogen case. Precious metal loading in the cell anode was, in this case, 0.6 mg cm\(^{-2}\) [42].
in the PEFC. In a test of other possible contaminants that could result from methanol reforming, for example, [76] strong and irreversible effects of formic acid at a PEFC were reported for a Pt-catalyzed (high loading) anode, whereas methanol, formaldehyde, and methyl formate were found to have much smaller and reversible effects. This is an example of a case where the use of a more active anode electrocatalyst, such as PtRu, could significantly facilitate oxidation of intermediate several significant impurities resulting from the coupling of natural gas (or gasoline) reformers of various types with PEFC stacks. The use of the latter fuels requires to probe and address, by either removal upstream or with modified catalysts, possible detrimental effects of low levels of sulfur, H₂S, COS, and NH₃. The effects of ppm levels of NH₃ in the fuel feed stream on PEFC performance have been recently reported in [77]. At the level of a few parts per million, the effects of ammonia on PEFC anode performance are major. They can be reversed by switching to perfectly ammonia-free hydrogen, provided the exposure to the ammonia is not longer than a few hours. After longer exposure, the deleterious effect becomes irreversible. Unlike CO, ammonia apparently does not deactivate the anode catalyst by adsorption at the ppm levels concerned and the deleterious effects seem to result from exchanging ionomer protons first in the anode catalyst layer(s) and subsequently also in the membrane by ammonium ions [77]. This lowers strongly the interfacial activity in the anode first and, with further exposure, the membrane proton conductivity. The clear conclusion from the information provided in [77] is that the level of ammonia has to be brought down to zero in the PEFC anode feed stream and that the target can be achieved, for example, by appropriate filtering.

8.3.7.2 The Air Cathode in the PEFC

8.3.7.2.1 PEFC Cathode Losses and the Uniqueness of the Pt Catalyst

The high overpotential at the PEFC cathode is the single most important source of loss in the PEFC, as it is in other low-temperature fuel cells. The sluggish nature of the ORR process is immediately reflected by the measured open-circuit voltage of around 1.0 V, to be compared with the thermodynamically expected value of 1.23 V for a H₂/O₂ fuel cell (at 25°C and unity activity of reactants and product). This discrepancy is caused by the very low rate of ORR (as well as that of water electrooxidation) at a Pt catalyst near 1.23 V, resulting in the PEFC open-circuit reading being a “mixed potential”. The value of this mixed potential is determined by a cathodic ORR component of the zero net current at open circuit and an equal and opposite anodic component, which could be of several possible origins, for example, anodic oxidation of carbon from the catalyst support or from the backing material. A specific value of hydrogen/air PEFC open-circuit voltage is thus determined in the latter case by the requirement: \( J_{\text{oxygen reduction at Pt}} \cdot \text{OCV} = -J_{\text{carbon oxidation}} \cdot \text{OCV} \).

A cathode potential of 0.7 V is required to reach an ORR current density of 1 A per cross-sectional square centimeter of a PEFC air cathode at 80°C, corresponding to a cell voltage loss of 0.5 V. This is, by far, the largest loss in a hydrogen/air PEFC. Furthermore, such cathode performance requires Pt or Pt alloy catalyst of significant cost. The demonstrated 2006 PEFC cathode technology of 0.2 g Pt/kW_peak translates, at the level of Pt
cost ($900 $/oz) early in 2006, to cathode catalyst cost of nearly 10 $/kW_peak, that is, about 20% of the total target cost of PEFC stack technology in mass manufacturing for passenger vehicle applications. In fact, this is a state of PEFC cathode technology reached after very substantial developments between the mid-1980s and the mid-2000s, which led to lowering of the Pt loading in the PEFC by close to 2 orders of magnitude versus the loadings used in earliest PEFC (space) technology starting in the 1960s. Such R&D efforts to minimize the Pt loading were centered first at Los Alamos National Laboratory [7, 8, 10–12] and were followed subsequently by further advances made by fuel cell R&D teams at, for example, 3M and at GM [53, 78, 79]. Using carbon-supported Pt [7, 8, 10–12] and, most recently, Pt alloy catalysts on either carbon or on nanostructured ultrathin film support [53], the catalyst utilization of Pt catalyst in the PEFC air cathode was enhanced by almost 2 orders of magnitude versus state of the art in the mid-1980s. PEFC cathode Pt loadings were lowered from 4 to 8 mg Pt/cm² to under 0.1 mg Pt/cm² [53], while actually improving cathode performance (albeit, ultralow Pt loadings have not been proven as yet to provide sufficient longevity for some given long-term application). In each case, optimized catalyst layers of mixed electronic and ionic conductivity and of high reactant transport rates were critical in translating a given form and degree of Pt dispersion into a highly performing air cathode.

A probing question frequently brought up regarding PEFC technology is, “what is so unique about a platinum or Pt alloy oxygen reduction (ORR) catalysts that makes them irreplaceable by less costly catalysts, possibly such catalysts that are not based on a precious metal?” The explanation for the uniqueness of Pt as an oxygen reduction catalyst in aqueous acid electrolytes is the optimized affinity of the Pt metal surface to oxygen. A Pt surface immersed in an aqueous acid electrolyte becomes significantly free of surface oxide species derived from water – see process (41) – at potentials just under 1.0 V versus the reversible hydrogen potential (RHE). At the same time, a Pt catalyst starts to exhibit significant reactivity at such high potentials versus the dioxygen molecule and, consequently, onset of the four-electron reduction of O₂ at the Pt metal – process (42) – also occurs just under 1.0 V.

\[ \text{PtOH}_{\text{ads}} + H^+ + e^- = \text{Pt} + H_2O \]  
\[ \text{Pt} + O_2 + H^+ + e^- = \text{Pt(O}_2\text{H)}_{\text{ads}} \]  

No other metal catalyst provides this match, in an aqueous acid electrolyte, between freeing metal surface sites at high \( V_{\text{cath}} \) (process 41) and allowing, at this high \( V_{\text{cath}} \), onset of reductive adsorption of dioxygen (process 42), the first step in the overall four-electron reduction of dioxygen to water. Gold, a more noble metal than Pt, is free of surface oxide up to a higher potential of 1.2 V in acid solutions, but such low surface affinity to oxygen also results in much lower activity of gold versus dioxygen in acid electrolytes, making it a relatively poor ORR electrocatalyst in such electrolytes. On the other hand, metals of slightly higher oxygen affinity than Pt (e.g., Pd), start to exhibit oxygen reduction activity only at lower values of \( V_{\text{cath}} \) required to expose surface metal sites on Pd, resulting in larger ORR overpotentials. Metals of even higher affinity to oxygen (e.g., Ni) typically maintain a thin surface oxide layer in acid solutions through the complete relevant potential window, or are prone to electro- and, therefore, do not provide any
appreciable ORR activity in aqueous acid electrolytes. That this “optimized oxygen affinity” is the key for the relatively high activity of Pt-based ORR catalysts has been further elucidated recently by the demonstrated enhancement in ORR activity achieved with some Pt alloy catalysts, for example, PtCr, PtNi, and PtCo [78–81]. Such an enhancement in ORR kinetics is understood to be the result of further fine-tuning of the surface affinity to oxygen, shifting the onset potential for process (41) slightly higher versus the case of unalloyed Pt. Thereby, the onset of the dioxygen reduction process (that requires surface metal sites) occurs at somewhat higher cathode potentials versus unalloyed Pt. Such slight lowering of the affinity to surface oxidation achieved by alloying Pt with active metals like Co, is understood to result from a core-and-shell structure of the Pt alloy particle [80], where surface-segregated Pt atoms that form the particle shell are bonded to core electropositive metal atoms, thereby lowering the tendency of Pt to surface oxidize (by the reverse of process 41).

Acceptability of some loading, hence cost of precious metal catalysts in a PEFC, is, obviously, highly application-dependent. Addressing this question directly for transportation applications, a GM fuel-cell team has targeted a level of $<0.2$ g Pt/kW [78, 79, 81]. It should be noted in this regard that recovery of precious metal catalysts from used PEFCs is a viable option and industrial level facilities for such recovery have, in fact, been implemented. The precious metal cost challenge is somewhat less daunting in stationary power applications and the operation at lower cell temperatures in the case of portable power. However, acceptability of higher fuel-cell cost in the latter two applications derives from the higher cost per unit power of the incumbent technologies: several hundred dollars per kilowatt in the case of gas turbines for stationary power and several thousand dollars per kilowatt in the case of batteries for portable electronics.

8.3.7.2.2 The Kinetics of the ORR at the Pt/Ionomer Interface
The reduction of $\text{O}_2$ occurs in the PEFC at the interface between dispersed Pt particles and a recast, hydrated ionomeric electrolyte. Important features of this electrolyte in the context of the ORR are high solubility of oxygen in the poly(PFSA) membrane ($\times 10^5$ the solubility of $\text{O}_2$ in water), immobilized anions, and a strong dependence of proton mobility on the local water content. The benefit of the higher solubility of the reactant is clear, as the ORR process is first order in oxygen partial pressure (described later in this section). Anion immobilization can minimize site blocking by anions that tend to adsorb on and deactivate Pt surface sites. On the other hand, the strong dependence of proton mobility on the local water content presents a challenge. It requires a high degree of ionomer hydration within the cathode catalyst layer to ensure a high rate of ORR and, at the same time, avoidance of excess liquid water buildup in the cathode to a degree causing flooding within the cathode-backing layer (GDL).

The overall voltage loss in the fuel-cell cathode is a complex combination of interfacial kinetics and mass and charge transport losses. Consequently, model interfacial systems are best suitable to resolve and directly study the ORR at the Pt/ionomer interface. Such model
systems require properties of (1) simple, well-defined geometry that enables accurate mass-transport corrections and (2) interfacial composition that mimics as closely as possible the interfacial environment within the PEFC cathode, that is, Pt in contact with hydrated ionomer and no added liquid electrolyte. Model systems of this type described in the literature have been based on two general schemes. In one, a smooth Pt electrode, or microelectrode, is coated by a film of recast ionomer to generate a Pt/recast ionomer interface. In the other, a Pt microelectrode is pressed onto an ionomeric membrane to generate a Pt/ionomeric membrane interface. To complete the electrochemical cell, counter and reference electrodes have to be in contact with the same ionic medium and this can be achieved by direct contact of these other electrodes with the ionomic phase, or by contacting a reference electrode to the ionomeric phase through a “salt bridge” containing a dilute acid solution. The latter involves a negligible perturbation of the hydrous ionomer system.

In earlier attempts to study the ORR at the Pt/ionomer interface [82], a classical RDE configuration was used to control oxygen transport to a smooth Pt electrode coated by a recast film of Nafion. This configuration is required to complete the electrochemical cell by immersing the RDE in an aqueous electrolyte in which the other two electrodes are inserted, leaving some questions as to the possible effect of the liquid electrolyte on the measured interfacial rates. Results shown in Table 4, of mass-transport-corrected ORR currents at the “bare” Pt electrode and at the same RDE coated with a recast film of Nafion, indicate marginal enhancement of ORR rates at the lowest over potentials for the RDE coated with a recast film of Nafion. This marginal enhancement is noticeably smaller than expected from the documented $10 \times$ higher solubility of oxygen in the ionomer.

Part of the explanation came from analysis of the actual concentration and diffusion coefficient of oxygen in the recast film of the ionomer. Resolution of the oxygen concentration and diffusivity revealed (Table 5) $D$ and $C$ values for recast, hydrated Nafion, which fall between aqueous solution and bulk ionomer levels.

A subsequent series of papers [83–86] described investigations of the ORR at a more a relevant interface between a Pt microelectrode and a humidified Nafion membrane, that is, without any electrolyte involved. The contact between the microelectrode and the membrane was achieved by mechanical pressure. In this case, the interface studied is Pt/bulk ionomer, rather than Pt/recast ionomer, and, therefore,

<table>
<thead>
<tr>
<th>$V$ versus RHE</th>
<th>Bare RDE in 0.5 M H$_2$SO$_4$ [mA cm$^{-2}$, 25°C]</th>
<th>Filmed RDE in 0.5 M H$_2$SO$_4$ [mA cm$^{-2}$, 25°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.95</td>
<td>0.056</td>
<td>0.11</td>
</tr>
<tr>
<td>0.90</td>
<td>0.27</td>
<td>0.34</td>
</tr>
<tr>
<td>0.85</td>
<td>0.74</td>
<td>0.71</td>
</tr>
<tr>
<td>0.80</td>
<td>1.8</td>
<td>1.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$0.5$ M H$_2$SO$_4$</th>
<th>Recast film</th>
<th>Bulk Nafion</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^6 \times C$ (mol cm$^{-3}$)</td>
<td>1.1</td>
<td>3.1</td>
</tr>
<tr>
<td>$10^6 \times D$ (cm$^2$ S$^{-1}$)</td>
<td>18</td>
<td>4.0</td>
</tr>
</tbody>
</table>
it still does not mimic precisely the interfacial composition in PEFC cathode structures based on Pt/C/recast ionomer composites (see Table 5). Nevertheless, this arrangement enabled preparation of a Pt/ionomer interface and completion of the cell by other electrodes in direct contact with the membrane without use of any liquid electrolyte, employing a well-defined geometry: microelectrode of known diameter in direct contact with an ionomeric membrane. This geometry also enabled studies at elevated pressures and temperatures. Mass-transport-corrected results, derived from slow scan (2 mV sec\(^{-1}\)) measurements of ORR currents in such cell, are shown in Fig. 35. They are fitted with two linear Tafel domains, as has been traditionally done in the description of such ORR data. From such plots, the authors concluded by extrapolation an exchange current density, \(J_0\), associated with the domain of high Tafel slope (high polarization). The authors noted that the latter is “the highest exchange current density reported for the ORR at room temperature at any Pt/electrolyte interface”. While the high apparent exchange current density may look interesting, it should be realized that direct comparison of measured ORR rates at the Pt/ionomer interface and at other Pt/dilute aqueous acid solutions does not reveal an exceptionally high rate at the Pt/ionomer interface [87]. The value of ORR exchange current densities obtained by extrapolation of experimental data to the equilibrium potential of the \(\text{O}_2/\text{H}_2\text{O}\) couple has been questioned in [88], suggesting that one should rely on comparative evaluations of ORR rates on current densities measured at some fixed \(V_{\text{cath}}\) of, or near, 0.9 V, rather than on current densities derived by extrapolation. This approach has been fully adopted in most recent evaluations of electrocatalytic activity in PEFC cathodes (see, for example, Refs 53, 81, and 89).

Work described in Ref. 86 includes a detailed investigation of the temperature dependence of ORR kinetic parameters at the Pt/bulk Nafion interface in the range from 30 to 90 °C. Plots of the log of mass-transport-corrected current density versus the potential of the Pt microelectrode showed an increase of a factor of about five in the rate of ORR at 0.90 V and about three at 0.85 V as the temperature was increased from 30 to 90 °C. The apparent activation energies for the two regions (low and high Tafel slope) were calculated from the dependence of the apparent exchange current density on \(T\) according to

\[
E^\# = -2.303 \ R \frac{d \log J_0}{d(1/T)}
\]  

(43)
yielding values of 17.5 kcal mol\(^{-1}\) for the low current density domain and 6.6 kcal mol\(^{-1}\) for the high current density domain. These are quite similar to activation energies of the ORR reported for Pt in contact with solutions of trifluoromethane sulfonic acid (TFMSA) or those in contact with TFMSA hydrate [86]. Additionally, the pressure dependence of the rate of the ORR was determined from the slope of measured \(\log J_0\) versus \(\log P_{O_2}\) plots [86]. Unity slope was obtained for both neat oxygen and for oxygen in air, in both the low and high current density domains, as can be seen in Fig. 36.

The first order of the ORR rate with respect to oxygen partial pressure applies to the Pt/ionomer interface, as it does to other Pt/aqueous acid systems, strongly suggesting that the rate-determining step is a one-electron charge-transfer step, usually written (although not as yet rigorously proven) as

\[
O_{2,\text{ads}} + H^+ + e^- = (O_2H)_{\text{ads}} \quad (44)
\]

In a subsequent attempt to mimic more closely the composition and structure within the fuel-cell cathode ([87]), a recast Nafion\textsuperscript{TM} film was applied to a Pt microelectrode in order to study the rate of the ORR as function of temperature and humidification conditions and the cell employed was as described in Fig. 37. This configuration comes closest to PEFC cathode conditions, in that the Pt surface is in contact with the recast ionomer, rather than bulk ionomer, and the atmosphere is humidified oxygen with no liquid electrolyte—only water vapor added. The voltammogram obtained for this filmed Pt microelectrode (in humidified inert atmosphere) is compared in Fig. 38 to the voltammogram recorded with the same electrode in aqueous sulfuric acid solution. For the filmed electrode, effects of site blocking are seen in the Pt–H domain and some anodic oxidation of surface impurities is apparent in the anodic half cycle above 1 V. This voltammogram did not change following several hours of cycling, suggesting some sustained loss of active surface area, which could be caused by site blocking by impurities

![Fig. 36 Log \(J_0\) versus \(P_{O_2}\) plots for Pt cathode operating on oxygen and on air in contact with a Nafion membrane [83–86]. Extrapolations to the \(O_2/H_2O\) potential have been done from both the low current density/lower Tafel slope (60 mV/decade) branch and from the high current density/higher Tafel slope (120 mV/decade) branch [83–86].](image-url)
Current–potential dependencies for the ORR process at such a Pt microelectrode coated with a recast Nafion film are shown in Fig. 39 for a range of temperatures. At each temperature, the gaseous atmosphere maintained around the microelectrode was saturated with water vapor. The results shown in Fig. 39 demonstrate the complex effect of temperature on the rate of the ORR at the Pt/recast ionomer in contact with water vapor. Against the expected beneficial effect of the temperature on the rate of the interfacial ORR process, a strong loss of ORR activity is actually seen above 40°C for a filmed electrode in contact with saturated water vapor. This behavior is caused by loss of water.
from the recast film, which takes place at elevated temperatures, although the water activity in the gas phase in contact with the film is maintained at unity (saturated vapor). A proof that drying of the ionomer caused this loss of ORR activity, was provided [87] by immersion of the filmed electrode temporarily in liquid water at 80°C and showing that the ORR activity could be temporarily restored in this way. This was followed by renewed loss of ORR activity as the recast ionomer film gradually dried again while in contact with saturated water vapor at 80°C.

The above observations explain an important aspect of ORR catalytic activity in PEFC cathodes. The sensitivity of the rate of ORR to interfacial water content and the tendency of the ionomer to dry up at elevated temperatures when in contact

Fig. 38 Voltammograms obtained with the cell in Fig. 37(a) the microelectrode immersed in 0.5 M H₂SO₄ and (b) in contact with argon saturated with water vapor [59].

Fig. 39 Current–potential characteristics obtained with the cell in Fig. 37 at several temperatures in a water vapor–saturated oxygen atmosphere [59].
with saturated water vapor clearly suggest that, to ensure the highest level of cathode performance, the PEFC cathode catalyst should be kept in contact with some water in liquid state. This high local water activity requirement at the cathode catalyst/ionomer interface, was further elucidated in a subsequent PEFC impedance spectrum study [90] and ascribed to effective proton solvation being prerequisite for high rates of interfacial proton transfer (process 42). This specific need of good hydration of the cathode/ionomer interface comes in addition to the requirement of high water activity in the bulk of the ionomer electrolyte to maintain high bulk membrane proton conductivity.

Mass-transport-corrected currents at $T = 30^\circ$C, that is, the kinetic current densities evaluated from the measured $T = 30^\circ$C data in Fig. 36 are presented as a function of potential in Fig. 40, together with the corresponding value of $dV_{\text{cath}}/d\log J$. The latter slope was computer-derived directly from the experimental plot of $\log J_{\text{ORR}}$ versus $V_{\text{cath}}$ [87]. Figure 37 shows a continuously varying Tafel slope through the cathode potential range of significance (0.9–0.5 V), with a current density of 0.1 mA cm$^{-2}$ at 0.9 V recorded in the anodic scan (i.e., as the Pt electrode is not covered by excess chemisorbed oxygen). It was consequently suggested [87] that there is no good basis to “force” two discrete Tafel slopes on this data and that extrapolation of $\log J_{\text{ORR}}$ versus $V_{\text{cath}}$ data to the thermodynamic potential for the O$_2$/H$_2$O couple using some constant Tafel slope can yield exchange current densities for the ORR of questionable meaning.

![Fig. 40](image-url) (a) ORR current, (b) kinetic (mass-transport-corrected) ORR current and (c) the apparent slope $dV/d\log J$ as functions of cathode potential, obtained using the cell in Fig. 37 with water vapor–saturated oxygen atmosphere at 30°C [59].
This traditional routine of extrapolation is questionable to $V_{\text{ORR}}$ because the variation of the apparent interfacial ORR rate with applied potential at a Pt cathode is determined not just by the (usually considered) effect of cathode overpotential in enhancing electron transfer from the cathode to the dioxygen molecule (see Eq. 42) but also by the effect of cathode overpotential in removal of the surface oxygen species derived from water that attenuates the rate of the ORR. These two combined effects of cathode overpotential on the rate of the ORR result in an unusually small apparent $d\eta_{\text{cath}}/d\log J$ near $V_{\text{cath}} = 0.9$ V, increasing smoothly with cathode overpotential to reach eventually the “ordinary” Tafel slope expected for a single electron-transfer process like that shown in (42). The characteristics of ORR kinetic plots at Pt electrodes in acid electrolytes can be fully accounted for by the following simple model [88] based on the documented variation with a cathode potential of Pt metal site coverage by chemisorbed oxygen (from water). Assuming that (1) the rate of ORR at oxide-free Pt surface sites increases with overpotential according to a simple “Tafel relationship” at 120 mV/decade of current density and (2) the rate of ORR drops linearly with fractional surface coverage by chemisorbed oxygen derived from water (reverse of process 41), the mathematical expression for ORR current density takes the following form:

$$J_{\text{ORR}} = J_{V^*; \theta_{\text{ox}} = 0}(1 - \theta_{\text{ox}}) \exp \left[ \frac{(V^o - V_{\text{cath}})}{b_{\text{int}}} \right]$$  \hspace{1cm} (45)

where $\theta_{\text{ox}}$ is the partial coverage by chemisorbed oxygen derived from water and $b_{\text{int}}$ is the “intrinsic Tafel slope” of the ORR process at oxide-free Pt. Since $\theta_{\text{ox}}$ decreases with cathode overpotential, the change in ORR current with cathode overpotential is given by

$$d(\log J_{\text{ORR}})/d(V^o - V_{\text{cath}}) = 1/b_{\text{int}} + [1/(1 - \theta_{\text{ox}})]d\theta_{\text{ox}}/dV_{\text{cath}}$$  \hspace{1cm} (46)

The first term on the right-hand side of Eq. (46) is the reciprocal of the “intrinsic” ORR Tafel slope, whereas the second reflects the effect of cathode overpotential on the rate of ORR brought about by further stripping of chemisorbed oxygen at more cathodic potentials. Figure 41 shows a calculated plot based on Eq. (46) employing $\theta_{\text{ox}}(V)$ measured by voltammetry for Pt in a relevant acid electrolyte solution and assuming that full coverage ($\theta_{\text{ox}} = 1$) by the chemisorbed (ORR blocking) oxygen species is attained at voltammetrically measured anodic deposition charge of 1 e per site. The calculated plot exhibits an initial branch around 0.95 V with an apparent very low slope of 40 mV/decade of current density, increasing gradually and reaching the intrinsic slope assumed of 120 mV/decade only as the blocking surface oxide has been completely stripped, around $V_{\text{cath}} = 0.75$ V. As the measured dependence of $\log J_{\text{ORR}}$ versus $V_{\text{cath}}$ is seen to be determined by combined effects of $b_{\text{int}}$ and $(d\theta_{\text{ox}}/dV_{\text{cath}})$, the only meaningful comparison between ORR rates obtained for different electrode/electrolyte interfaces should be based on mass-transport-corrected ORR currents measured at a selected cathode potential, rather than values derived by extrapolation. Such rates measured at 0.90 and 0.85 V versus RHE with the model system in Fig. 37 are shown in Table 6 for the Pt/recast ionomer and for some related, Pt/aqueous acid solution interfaces.

The ORR rates shown in Table 6 indicate an ORR activity at the Pt/ionomer interface near room temperature, which is quite
Fig. 41  Experimentally determined surface oxygen coverage, $\theta_{ox,a}$, as a function of Pt electrode potential during a cathodic scan from 1.0 V and the associated log $J_{ORR}$ versus $V_{cath}$ dependence calculated (for ambient conditions) from the combined effects of enhancement of the rate of the ORR at Pt metal surface sites with increase in cathode overpotential and cathodic stripping of a blocking surface oxygen species between 1.0 and 0.6 V [88]. The log $J_{ORR}$ versus $V_{cath}$ plot shown, as calculated from Eq. 36, exhibits a gradual change of $dV/d\log J$ ("Tafel slope") from around 40 mV/decade at 1.0 V to 120 mV/decade at potentials lower than 0.65 V [88].

similar to that measured at interfaces of Pt with dilute aqueous acid solutions that do not contain strongly adsorbed anions. The activity at the Pt/recast ionomer interface is somewhat higher than that measured at the Pt/bulk ionomer interface, in spite of the lower concentration of oxygen in the former (Table 5) and the reason is probably the higher state of hydration of the recast film, apparently very beneficial for the enhancement of the rate of the ORR process at the Pt/ionomer interface (see Fig. 39). Such measured rates for the interfacial ORR process at the Pt/hydrated ionomer interface, as given in Table 6, can serve as basis for evaluation of catalyst utilization in the PEFC cathode.

Some ORR kinetic measurements reported most recently (2005) were performed directly on the dispersed catalyst of an operating PEFC cathode at an elevated temperature of 80 °C and a somewhat elevated air pressure of 1.5 atm [81]. The surface area of Pt available in such cathodes was evaluated by voltammetry, as shown in Fig. 42. The latter report adheres to ORR rate evaluation based on currents measured at 0.9 V versus RHE, and these results are given in Table 7. The iR-corrected, $V_{cell}$ versus log $J_{cell}$ plot in Fig. 42 shows a uniform slope of $dV_{cell}/d(log J_{cell})$, however not that the plot is terminated near $V_{cath} = 0.8$ V (at 1 A cm$^{-2}$) and, consequently, the whole

Tab. 6  Measured ORR rates and apparent Tafel slopes at various Pt/acid electrolyte interfaces at 25 °C with gaseous atmosphere of $O_2$/saturated water vapor at $P = 1$ atm [87]

<table>
<thead>
<tr>
<th></th>
<th>mA cm$^{-2}$ Pt at 0.90 V</th>
<th>mA cm$^{-2}$ Pt at 0.85 V</th>
<th>b at 0.85 V mV/decade</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pt/recast Nafion</td>
<td>0.1</td>
<td>0.4</td>
<td>80</td>
</tr>
<tr>
<td>Pt/bulk ionomer</td>
<td>–</td>
<td>0.2</td>
<td>63</td>
</tr>
<tr>
<td>Pt/0.5 M H$_2$SO$_4$</td>
<td>–</td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td>Pt/9.5 M TFMSA</td>
<td>0.2</td>
<td>0.4</td>
<td>118</td>
</tr>
<tr>
<td>Pt/6 M TFMSA</td>
<td>0.4</td>
<td>–</td>
<td>63</td>
</tr>
</tbody>
</table>
range of the cathode potential studied corresponds to potential dependence partial coverage by surface oxide, that is, to a lower Tafel slope (compare with Fig. 41). The activities of some commercial Pt/C catalysts measured in situ (Table 7) show ORR currents at 0.9 V cm$^{-2}$ Pt at cell temperature of 80 °C and 1 atm O$_2$, about twice that measured at 25 °C for the model, flat Pt/recast Nafion system (see Table 6). According to the ORR rate enhancement expected with rise in temperature to 80 °C [86], the ORR rate measured at this elevated temperature should have been five times larger versus the rate at 25 °C. This discrepancy is explained by the documented loss of ORR activity per square centimeter of Pt when highly dispersed Pt particles (3 nm in diameter) are compared with flat surfaces of bulk Pt, or Pt particles of larger size [91]. Hence, the utilization of Pt in these cathodes is, in fact, as high as 90% [81]. On the basis of this recent, systematic testing, Table 7 also defines the

![Fig. 42](image-url)  
**Fig. 42** O$_2$ reduction kinetics at a dispersed Pt Catalyst in a PEFC cathode operating at 80 °C, 100% RH (a). "Pt utilization", that is, Pt catalyst surface accessed by protons and electrons was determined for the cathode catalyst layer in question by cyclic voltammetry (b). ORR current per milligram of Pt at 0.90 V reflects state of the art for such cathode catalyst layers [81].

<table>
<thead>
<tr>
<th>Catalyst</th>
<th>20% Pt/C$^a$</th>
<th>47% Pt/C$^b$</th>
<th>46% Pt/C$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>An/cath [mg cm$^{-2}$ Pt]</td>
<td>0.15/0.17</td>
<td>0.4/0.4</td>
<td>0.5/0.5</td>
</tr>
<tr>
<td>$A_{Pt,cath}$ [m$^2$ g$^{-1}$ Pt]</td>
<td>71</td>
<td>75</td>
<td>86</td>
</tr>
<tr>
<td>$i_{S(0.9 \text{ V})}$ [mA cm$^{-2}$ Pt]</td>
<td>0.17</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>$i_{m(0.9 \text{ V})}$ [A mg$^{-1}$ Pt]</td>
<td>0.11</td>
<td>0.16</td>
<td>0.11</td>
</tr>
</tbody>
</table>

$^a$Pt/C catalyst from source A.  
$^b$Pt/C catalyst from source B.
2005 state-of-the-art Pt/C activity in the ORR as 0.16 A_0.9 V/mg Pt at 80 °C corresponding to 0.2 mA cm^{-2} Pt at 0.9 V at a catalyst dispersion level of 85 m^2 g^{-1} Pt (= 850 cm^2 mg^{-1} Pt). The latter is obtained with a Pt particle diameter of 3.5 nm. As Table 7 shows, the activity per milligram of Pt is not just maintained but even enhanced between the lowest and midlevel loading, apparently because of higher Pt dispersion in the Pt/C catalyst from source B.

Further increase in the loading to 0.5 mg Pt/cm^2, however, causes a drop in activity per milligram of Pt, as expected from transport limitations in the thicker catalyst layer (Sect. 8.3.7.2.3). Further enhancement of the specific activity of PEFC air cathode catalysts has been achieved by moving on from carbon-supported Pt to carbon-supported Pt alloy catalysts [41, 78–81]. The gain in activity per unit mass of Pt in moving over from Pt to PtCo alloy cathode catalysts is demonstrated in Fig. 43 (explanation for this enhancement in activity has been given above). With the rise by factor 2.5 in ORR current per unit mass of Pt, achieved by the introduction of the PtCo catalyst, the coveted target of 0.2 g Pt/kW of PEFC power in transportation applications has been approached within about factor 2, albeit this is based on initial catalyst performance, that is, before long-term testing effects have been documented for such ultralow Pt loadings.

The possible complete replacement of Pt or Pt alloy catalysts employed in PEFC cathodes by alternatives, which do not require any precious metal, is an appropriate final topic for this section. Some non-precious metal ORR electrocatalysts, for example, carbon-supported macroyclics of the type FeTMPP or CoTMPP [92], or even carbon-supported iron complexes derived from iron acetate and ammonia [93], have been examined as alternative cathode catalysts for PEFCs. However, their specific ORR activity in the best cases is significantly lower than that of Pt catalysts in the acidic PFSA medium [93]. Their long-term stability also seems to be significantly inferior to that of Pt electrocatalysts in the PFSA electrolyte environment [92]. As explained in Sect. 8.3.5.1, the key barrier to compensation of low specific catalytic activity of inexpensive catalysts by a much higher catalyst loading, is the limited mass and/or charge transport rate through composite catalyst layers thicker than 10 µm.

8.3.7.2.3 The PEFC Air Cathode: Comprehensive Analysis of Voltage Loss The overall voltage loss at the PEFC air cathode is determined by combination of interfacial and transport rate limitations, where...
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the latter include charge and reactant transport in the composite catalyst layer and gas transport limitations in the wet-proofed backing layer (gas diffuser). To allow effective performance diagnostics, a model, based on physical and electrochemical parameters of the electrode, is required, providing a detailed description of all chemical and physical processes involved. Once such a model is validated against cathode polarization measured in the fuel cell for a range of cathode feed stream compositions, it can enable resolution of all factors contributing to an air cathode voltage loss at some given fuel-cell current density.

Such combined modeling/experimental diagnostics work for PEFC cathodes was described in [13]. The latter model addresses the cathode catalyst layer and gas-diffusion backing, as schematically presented in Fig. 44. The catalyst layer is considered in the model a composite film, typically 4–7 µm thick, of Pt/C catalyst intermixed with recast ionomer. The volume distribution of catalyst sites within this layer is considered uniform. The backing layer is a separate, wet-proofed carbon cloth (about 300 µm thick) of about 40% porosity. The effective porosity of the backing layer in the operating cell may become significantly smaller with increase in current of partial “flooding” by liquid water occurs. The cathode model in Ref. 13 considers losses caused by:

- the rate of the ORR process at the Pt/ionomer interface,
- limited oxygen permeability and limited ionic conductivity within the catalyst layer,
- limited oxygen gas permeability through liquid-free pores in the wet-proofed backing layer, and
- drop in oxygen concentration along the air flow channel caused by oxygen reactant consumption.

The key model parameters that describe these types of loss in the PEFC are as

![Fig. 44 Schematic of regions considered in comprehensive modeling of the PEFC air electrode. From left to right: gas flow channel, GDL, cathode catalyst layer. Oxygen in transported through the porous GDL by gas-phase diffusion through an inert mixture of nitrogen and water vapor. The catalyst layer is described in terms of effective transport characteristics of gas, protons, and electrons [13].](image-url)
follows[13]:

- **Interfacial ORR losses:**
  \[ i^* = \text{current density per square centimeter Pt at } 0.9 \text{ V versus a RHE (A cm}^{-2} \text{ atm}^{-1}) \text{ at } O_2 \text{ partial pressure } p_{ox} = 1 \text{ atm}; \]
  \[ a_r, \text{the Pt surface area per unit geometric surface area (dimensionless); and} \]
  \[ \exp((0.9 \text{ V})/b), \text{or exp}(F(V)), \text{the ORR rate dependence on potential relative to } 0.9 \text{ V described by either a constant “Tafel slope” of } 2.3 \text{ b (millivolts per decade of current density) or, alternatively, by an experimentally determined } b(V) \text{ measured at a model, smooth Pt/ionomer system [88].} \]

- **Catalyst layer transport losses:**
  \[ l_{cl}, \text{the thickness of the catalyst layer (cm);} \]
  \[ DC^*, \text{the product of the effective diffusion coefficient of oxygen (cm}^2 \text{ s}^{-1}), \text{and the equilibrium oxygen concentration (moles cm}^{-3} \text{ atm}^{-1}) \text{ in the catalyst layer at the interface with the backing (GDL);} \]
  \[ p_{ox} = 1 \text{ atm;} \]
  \[ \sigma, \text{the effective protonic conductivity within the catalyst layer (S cm}^{-1}). \]

- **Backacting layer transport losses:**
  \[ l_b, \text{the thickness of the backing layer (cm);} \]
  \[ \varepsilon() \text{, the effective porosity of the backing (dimensionless).} \]

The rest of the parameters that define the behavior of the cell for each set of operating conditions include the cathode inlet gas stream composition, flow rate and total pressure, the degree of humidification of the inlet gas stream, and the temperature of the cell.

The key equations describing the limitations in the catalyst layer in this model are as follows:

\[ \frac{\partial \eta}{\partial y} = \frac{I_{cl}}{\sigma} = I R_{cl} \tag{47} \]

\[ \frac{\partial I}{\partial y} = p_{ox} i^* C \frac{C^*}{C} a_r \exp[1/b_{cath}(\eta)(V_o - \eta)] \tag{48} \]

\[ \frac{\partial C/C^*}{\partial y} = I - h \]

\[ \frac{\partial C/C^*}{\partial y} = \frac{p_{ox} I_D}{1 - h} \tag{49} \]

Equations 47–49 describe variations of parameters along the \( y \) coordinate of the catalyst layer \( (y = z/l_{cl}) \), where \( z \) is the catalyst layer thickness coordinate, \( y = 0 \) specifies the catalyst layer/gas interface, and \( y = 1 \) specifies the catalyst layer/ionomeric membrane interface (see Fig. 44), in which \( R_{cl} \) \( (= l_{cl}/\sigma) \) is the protonic resistance through a unit cross-sectional area of the catalyst layer and \( I_D \) \( (= nFDC^*/l_{cl}) \) is a characteristic diffusion-controlled current density in the catalyst layer. The thickness of the catalyst layer disappears from the equations by introducing \( R_{cl}, a_r, \text{and } I_D \). The experimental variables considered include the overpotential \( \eta \), the current density \( I \), and the oxygen concentration \( C^* \), when \( p_{ox} = 1 \text{ atm at the catalyst layer/gas interface.} \)

The \( O_2 \) partial pressure, \( p_{ox} \), at the catalyst layer/backing layer interface is determined, in turn, by the cathode inlet gas stream composition and stoichiometric flow rate and by the backing layer (GDL) transport characteristics.

Equations (47–49) describe the nature of the losses incurred by transport within the catalyst layer. The catalyst surface area (catalyst sites) active in the ORR process of “conversion of oxygen flux to protonic current flux” (Eq. 49) is distributed linearly along the thickness of the catalyst layer. Consequently, gas supply to a catalyst site removed from the backing layer/catalyst layer interface is limited by the effective permeability of oxygen in the catalyst layer,
whereas proton reach to a catalyst site removed from the ionomeric membrane is limited by the effective protonic conductivity of the catalyst layer. As result of the former, the catalyst sites experience a distribution of oxygen concentrations (Eq. 48, 49), whereas, as result of the latter, different catalyst sites experience different effective overpotentials (Eq. 47). Calculated distributions of reactant and of electrode potential within the catalyst layer are described in Fig. 20 for the case of diluted hydrogen feed streams and similar types of distributions for the case of an air cathode were reported in Ref. 13.

Figure 45 shows a recent three-dimensional computer calculation [38] of the contours of oxygen concentration within the volume of a 10-µm thick composite catalysts layer, corresponding to the case of a PEFC operating at currents that are a significant fraction of \( I_D \) (Eq. 49). This recent modeling of the reactant profile in the catalyst layer was done using numerical reconstruction by a statistical method of the layer’s actual microstructure, based on a series of 2-D micrographs [94]. Under conditions depicted by Fig. 45, the oxygen concentration is seen to fall in the part of the catalyst layer most removed from

![Fig. 45](image.png)

**Fig. 45** Calculated 3-D contours of the oxygen concentration in a 10-µm thick cathode catalyst layer of a PEFC at 0.5 A cm\(^{-2}\) (a) and 1.5 A cm\(^{-2}\) (b) [94]. The calculation was done using numerical reconstruction by a statistical method of the layer’s microstructure. The drop in oxygen concentration across the thickness dimension of the catalyst layer is 20% in the top case (\( J_{\text{cell}} = 0.5 \) A cm\(^{-2}\)) and 80% in the bottom case (\( J_{\text{cell}} = 1.5 \) A cm\(^{-2}\)). The concentration of oxygen at the backing/catalyst layer interface (designated by red) corresponds in the top and bottom case respectively to 70% and 20% of the concentration of oxygen in air; this drop is caused by the oxygen concentration gradient across the cathode GDL at some \( J_{\text{cell}} \).
the backing layer, that is, most removed from the surface of oxygen entry. The relative drop in oxygen concentration across the thickness dimension of the catalyst layer (i.e., the ratio of concentrations designated by grey shading in Fig. 45) is 1.2 in the top case \( (J_{\text{cell}} = 0.5 \text{ A cm}^{-2}) \) and 4 in the bottom case \( (J_{\text{cell}} = 1.5 \text{ A cm}^{-2}) \)

As ORR interfacial kinetics is first order with oxygen concentration, this drop in concentration in a significant part of the catalyst layer would cause inefficient catalyst utilization at higher current densities, resulting in further cathode voltage loss. Note also that the concentration of oxygen at the backing/catalyst layer interface (designated by red) corresponds in the top and bottom case respectively to 70% and 20% of the concentration of oxygen in air; this drop in oxygen concentration at the surface of entry into the catalyst layer is caused by the oxygen concentration gradient across the cathode GDL that scales with \( J_{\text{cell}}/J_{\text{lim,cath}} \). In the case described in Fig. 45, \( J_{\text{lim,cath}} \) is \( 2.1 \text{ A cm}^{-2} \), as set by the oxygen permeability of the backing layer (see Fig. 44). From Eq. (49), the way further improve high catalyst utilization at such high cell currents is to maximize \( I_B \), which, in turn, requires a catalyst layer as thin as possible to contain all the catalyst surface area required to generate cell current. Comparison of results of such 3-D computations [94] with those of the 1-D macrohomogeneous model described in Ref. 13, allow to evaluate the effective medium key parameter (“Bruggeman factor”) for the macrohomogeneous model. It can be readily understood (albeit not always readily implemented) that the key to cathode catalyst layer optimization is simultaneous provision of high transport rates of oxygen, protons, and electrons, which, in turn, requires optimized catalyst layer volume fractions of ionomer, electronic conductor, and void volume. And, the thinner the catalyst layer containing the needed active catalyst surface, the lower is the transport loss in the layer.

The backing layer is treated in Ref. 13 with the Stefan–Maxwell equation to yield the partial pressure of oxygen at the backing/catalyst layer interface from the total pressure \( P_{\text{tot}} \) in the gas flow channel, the backing characteristic current density, \( I_B \), and the mole fractions in the gas flow channel of water vapor and of oxygen, \( x_{ws} \) and \( x_{ON} \), respectively:

\[
P_{O_2} = P_{\text{tot}} \cdot (1 - x_{ws}) \cdot (1 - (1 - x_{ON}) \exp[1/I_B])
\]

The “backing characteristic current density” is given by

\[
I_B = nFD_{SON}^{1.5}(T/T_S)^{0.823}/V_m l_B
\]

and is a function of the standard molar volume of an ideal gas, \( V_m \), the oxygen/nitrogen binary diffusion coefficient, \( D_{SON} \), at standard conditions, the backing thickness, \( l_B \), and the backing porosity, \( \varepsilon \). The effective porosity, \( \varepsilon \), of the GDL and the way it is affected by the accumulation of liquid water enables evaluation of the limiting current of the cell (Ref. 90 considers, in addition, the effect of water vapor flax in the cathode backing and adds, based on impedance spectra analysis, effects of tortuosity of the oxygen path in the backing layer).
As described in Ref. 13, to obtain confidence in a model based on so many cathode parameters, simultaneous fit of a family of iR-corrected polarization curves, recorded for the same cell with a wide range of cathode feed streams, composition and total pressure was performed. Such a fit is shown in Fig. 46 and the captions provide the parameters, which yielded the best fit to the model. Two aspects to highlighted from the simultaneous fit of the four polarization curves shown in Fig. 46 were (1) oxygen transport rate in the gas phase within the porous backing layer determines the cell limiting current in operation on air and, (2) protonic conductivity limitations in the catalyst layer affect the performance in the midcurrent range. Curves (c) and (d), obtained for diagnostics using diluted oxygen feed streams, demonstrate that the PEFC-limiting current depends on oxygen mole fraction, rather than on oxygen partial pressure. This is immediate indication that transport in the air cathode is limited at high current densities in the gas-phase component of the porous GDL. On the other hand, comparison of curves (a) and (b) demonstrates the low enhancement in current observed at low overpotentials when changing cathode feed from 5-atm air to 5-atm O₂. Instead of near fourfold increase in current expected under control by interfacial kinetics (1st order in P₀₂) the observed increase at low cathode overpotentials (high cell voltage) is only about twofold. This ratio could be rationalized only by the effect of limited protonic conductivity within the catalyst layer, the relative importance of each effects varies

![Simultaneous fit to four polarization curves for a PEFC with 300-mm-thick cathode GDL and 7.5-µm-thick cathode catalyst layer applied to the membrane surface [12]. Different cathode feed stream compositions were used and a simultaneous fit demanded for all characteristics using the same physical and transport parameters for the GDL and the catalyst layer [13]. Fitted cathode parameters were: iᶜᵃᵗʰ = 90 mA/cm², b = 85 mV/decade, G = 1.3 × 10⁻³ S/cm, DC⁺ = 1.9 × 10⁻⁸ mol/cm atm, and GDL porosity ε, varying between 0.25 at zero current and 0.19 at 15 A/cm².](image-url)
with cell-operating conditions. For example, protonic conductivity limitations in the catalyst layer were found particularly important under cathode operation with low air pressure (see top part of Fig. 19).

The model in Ref. 13 suggested the following general trends:

- Gas-phase transport limitations in the air cathode GDL determine the cell limiting current and can affect the slope of the polarization curve in the medium current density domain.
- Transport limitations originating from the catalyst layer can be significant in the medium current density domain, particularly so at low air pressures.
- For neat oxygen feed, where backing effects are practically eliminated, PEFC losses from ionic resistance and permeability of the catalyst layer prevail.

Finally, behavior indicative of “partial flooding” of the fuel cell was modeled in Ref. 13 by assigning diminished porosity to the backing with cell current and inclusion of this feature was a prerequisite for complete modeling at high PEFC current densities.

In a more recent work [38], details of the transport of liquid water were considered in a system comprising gas channels adjacent a porous gas-diffuser (backing) layer. A key issue at the gas channel/backing layer interface (left most interface in Fig. 41) is the mode and rate of transfer of liquid water from the GDL to the airstream at some given rate of airflow in the channel. To help with the understanding of that aspect in an operating PEFC, direct observation of liquid water in the cathode backing and in the gas channel as function of position along the active area has been pursued. A transparent cell described [95] enabled direct observation of liquid water droplets coalescing in and emerging from the cathode backing into the airflow channel, as shown in Fig. 47. The effectiveness of liquid droplet transfer from the backing to the channel was reported to improve by rendering the channel surface hydrophilic properties, contrasting the hydrophobic nature of the backing material.

Observation of water distribution within an ordinary (unmodified) PEFC was subsequently enabled by application of a neutron beam probe, which allows to examine the water profile in an operating, ordinary cell without interference from the graphite hardware. Such image, recorded in an operating PEFC, is given in Fig. 48. The cathode inlet is at the upper right of the image and the exit is at the lower left; the anode inlet is at bottom left and the exit is at the upper right. Preferential liquid accumulation observed in the $90^\circ$ bends in the flow field is typical, and
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*Fig. 47 Microscopic imaging of liquid droplet emergence and growth within a hydrophobic cathode-backing layer, followed by its removal into a hydrophilic air channel [38].
is understood to be associated with lowered gas velocity at bends and corners. This image is of a 50-cm² PEFC under steady-state current of 0.4 A cm⁻² (100% RH feed streams). The total liquid water mass accumulated in the cell-backing layers and channels could be quantitatively determined from this image, as 12 mg per cm⁻² of the cell active area. The channel to interchannel (“land”) water distribution could also be measured from this profile as being around 50/50, that is, the lateral distribution of the accumulated liquid through the backing layer is sufficiently effective such that liquid accumulation is not confined to the parts of the backing right under the channel. Since a typical volume of gas channels + backing layers in a PEFC is around 0.2 cm³ per cm⁻² of active area, the 0.01 cm³ of water accumulated per square centimeter of active area does not amount at 0.4 A cm⁻² to more than a few percentage points of the total open volume in the cell. However, significant localization of the same amount of liquid water at the backing GDL/catalyst layer interface could amount to a significant reduction in the rate of oxygen supply (the neutron beam probes the integral amount of liquid along the cell thickness dimension at each point along the surface and it does not provide resolution along the thickness dimension). Note that liquid water storage in the cell under steady state is a strong function of GDL material and geometry, of channel and “land” geometry and dimensions, and of operating conditions including cell current and RH of the feed streams. Therefore, the degree of liquid water accumulation shown in Fig. 48 does not represent a general case.

8.3.7.2.4 PEFC Cathode Modeling and Diagnostics Based on Impedance Spectra
Measurement and analysis of ac-impedance spectra of PEFCs, describing the generic form of spectra measured for such fuel cells and their value for cell diagnostics, was first provided in Ref. 90. The measurements were carried out using
instrumentation enabling the determination of the impedance spectrum in the presence of large dc currents. The impedance spectrum of the air cathode was shown to contain two features: a higher frequency loop determined by interfacial charge-transfer resistance and catalyst layer properties, and a lower frequency loop determined by gas-phase transport limitations in the GDL. The lower frequency loop is completely absent from the spectrum of cathodes operating on neat oxygen. A typical family of impedance spectra measured for PEFCs with air cathodes is shown in Fig. 49 and these spectra were analyzed by adapting the PEFC cathode model described in Ref. 13 for effects of ac perturbation. Comparison of model predictions to observed data was made by simultaneous least squares fitting of a set of spectra measured at several cathode potentials (see Fig. 49). The results revealed, for the specific PEFC cathode used, significant ionic transport and oxygen transport limitations in the cathode catalyst layer and significant gas transport limitations in the hydrophobic cathode backing. Both findings were reported before from steady-state polarization data and modeling [13]. Two features of the fuel-cell cathode were, however, uniquely highlighted by the impedance spectra: the multifaceted effect of cathode dehydration and the tortuosity of the oxygen path through the backing layer. Three different types of losses caused by insufficient cell hydration could be clearly resolved in the impedance spectra measured [90], related with slower cathode interfacial kinetics, loss of proton conductivity in the catalyst layer, and drop in membrane conductivity. Such a resolution would be practically impossible, to achieve in steady-state measurements.

![Fig. 49 Measured (a) and fitted (b) impedance spectra for a PEFC air cathode in a range of cathode potentials between 0.81 and 0.48 V versus hydrogen [90].](image-url)
8.3.7.2.5 The PEFC Cathode: Summary

To a large degree, the success of PEFC technology to date has been based on successful development of air cathodes that can exhibit, under minimal overpressures, rates (at 80 °C) of the order of 1 A cm⁻² at $V_{\text{cath}} > 0.7$ V, using Pt loadings as low as 0.4 g Pt/kW [81]. Considering the very low rate of the ORR process per square centimeter of Pt in acid aqueous systems, a critical prerequisite for achieving this impressive state of PEFC air cathode technology has been maximizing and stabilizing of catalyst dispersion and optimizing the thickness and composition of catalyst layers. Another important factor has been the optimization of the cathode backing (GDL), which carries the key for operation under sufficient MEA humidification levels while preventing cathode flooding by excess liquid water accumulation next to the catalyst layer. Recently, a successful demonstration of Pt alloy catalysts, particularly PtCo, that exhibit activity per unit mass of Pt, which is two to three times higher than that of unalloyed Pt, is encouraging in suggesting further remaining options for fine-tuning PEFC cathode catalyst characteristics. It is also true that, with all the impressive recent achievements in this area of science and technology, the air cathode continues to be the single largest source of PEFC losses, caused by the need of a cathode overpotential or cell voltage loss of 0.4–0.5 V for accelerating the ORR process to current densities typically demanded by the application. To date, the possibility of enhancing the rate of the process by raising cell temperature has run against the high sensitivity of the ORR kinetics to interfacial water content, resulting in need of pressurized PEFC systems to just maintain ORR activity over 100 °C at the level observed in PEFCs with hydrated membrane electrolytes at 60 °C. Is a totally unexpected ORR catalyst for acid aqueous systems still hidden out there and waiting to be discovered? The likelihood is not high. However, further advancement by use of catalyst alloy nano-structures and compositions, along the lines of the recent success with Pt alloys of core and shell structures [78], is more likely.

8.3.8 The Direct Methanol Fuel Cell

The DMFC operates, as its name suggests, by direct, complete electrooxidation of methanol to CO₂ at the cell anode. The methanol anode is coupled in the DMFC with an air cathode, completing a cell schematically shown in Fig. 50. In the majority of recent development efforts, the DMFC has been based on a proton-conducting polymeric membrane. The uniqueness of this type of fuel cell is the direct anodic oxidation of a carbonaceous fuel. Such a direct electrochemical conversion process of liquid fuel and air to electric power at low temperatures can provide a basis for a very simple fuel-cell system.

Until very recently, only two fuels have been documented to undergo direct and complete electrooxidation at the anode of a fuel cell at ambient or slightly elevated temperatures: hydrogen (including some hydrides, for example, NaBH₄, that can be directly electrooxidized from an aqueous solution) and methanol. Compared to the case of hydrogen fuel, there is a significantly higher demand on the anode electrocatalytic activity when a carbonaceous fuel is to be directly and completely electrooxidized at a temperature under 100 °C. Unique properties of the methanol molecule that enable sufficient anode activity under such conditions are (1) the
The direct methanol fuel cell

CH$_3$OH + \textit{"air"} → Electric power + benign products

\[ \text{CH}_3\text{OH} + 1.5\text{O}_2 = \text{CO}_2 + 2\text{H}_2\text{O} + \frac{1}{2} \times 4.8 \text{Wh cm}^{-3}\text{ of liquid methanol consumed} \]

Fig. 50  Schematic presentation of the basic components and processes in a DMFC.

single carbon atom in the molecule (i.e., the absence of a carbon–carbon bond) and (2) the state of partial oxidation of the fuel molecule, that is, the presence of an oxygen atom in the molecule setting an atomic ratio, O:C = 1. The presence of a single carbon atom in the fuel molecule removes the need of carbon–carbon bond activation on route to complete electrooxidation and the significance of this aspect can be readily judged from the conditions reported for electrooxidation of ethanol to CO$_2$ (and some other side products) using a similar, Nafion-based PEFC and similar electrolytes: the temperature required is 160°C, achieved in such a cell by operation under a pressure of 5 atm [97]. The carbon–carbon bond activation, required to oxidize the ethanol molecule all the way to CO$_2$, seems to set an activation barrier much higher than that required for complete electrooxidation of the single carbon molecule, methanol. As to the percentage oxygen in the molecule as key for ease of direct electrooxidation, a recent report sheds interesting light on this aspect. Peled and coworkers have shown [98] that some fuel molecules with a carbon–carbon bond can, in fact, be fully electrooxidized to CO$_2$ at low temperature in an acid electrolyte. The specific molecules for which they demonstrated such capability were oxalic acid, oxalates, and ethylene glycol. The common feature for all three is the high, 1:1 oxygen-to-carbon atomic ratio in the molecule (this ratio is 1:2 in ethanol). This high degree of “oxygenation” is apparently the key for enabling electrooxidation of a two-carbon atom molecule all the way to CO$_2$ at low temperatures. Cells based on any of the above two-carbon fuel molecules could consequently be further developed for some applications. However, at a given temperature of 60°C or below, their reported power output is inferior to that of the DMFC [98].

In spite of the significant ease of anodic electrooxidation when compared with any other carbonaceous fuel, methanol electrooxidizes at significantly lower rates than hydrogen. With state-of-the-art polymer electrolyte DMFC technology at an anode overpotential near 0.3 V (versus hydrogen reference), the rate is similar to that exhibited by a hydrogen anode at an overpotential of several millivolts. Consequently,
similar cell current densities are obtained in DMFCs at cell voltages about 0.3 V lower than in hydrogen/air cells. As result, the central challenges in DMFC science and technology are (1) to achieve sufficient cell/stack power density and efficiency in spite of “anode inferiority” and (2) to pursue very simple DMFC system designs. A DMFC power system of >20% conversion efficiency achieved with DMFC stack power density of 100 W L\(^{-1}\), or higher could allow to take full advantage of the attractive properties of methanol fuel – a liquid fuel under ambient conditions of specific energy significantly higher than that of relevant forms of hydrogen storage.

8.3.8.1 The DMFC Anode
The process of direct anodic oxidation of methanol at low temperatures is the basic enabler of the coveted low-temperature fuel-cell system based on direct feed by liquid fuel. This DMFC anodic process was only slowly recognized to have a real potential for continuous generation of current. A very common prevalent perception has been that the process is “self-poisoned” because an adsorbed CO intermediate originating from partial oxidation of methanol is gradually blocking and deactivating the catalyst surface. Much of that perception is due to the use of (unalloyed) Pt catalysts in researching the methanol electrooxidation process. These Pt catalysts have only one of the two requisite surface catalytic features for effective electrooxidation of methanol – they are very effective in facilitating the activation of C–H bonds in the molecule and the subsequent fast electrooxidation of the resulting adsorbed H atoms. Pt is not the proper choice, however, for the other function required from a catalyst for complete methanol electrooxidation: electrooxidation of the CO intermediate, which indeed remains adsorbed on a Pt site after the C–H bonds in the methanol molecule are effectively cleaved and hydrogen atoms readily oxidized. To remove the CO intermediate by electrooxidation it at relatively low anodic overpotentials to CO\(_2\), a catalyst of much higher surface affinity to oxygen than Pt is required. Pt catalysts start forming active surface oxygen from water in acidic systems at potentials over 0.6 V versus RHE – much too high an overpotential for a fuel-cell anode. The same process takes place at more oxophylic metals, like Ru, at much lower anodic overpotentials, around 0.3 V versus RHE [99]. From the above description of the reactivities of Pt metal and of Ru metal surfaces, it becomes clear why PtRu alloy catalysts have ended up the most active DMFC anode catalysts to date, being capable of addressing both required steps in the complete electrooxidation of methanol, that is, C–H bond activation and CO electrooxidation, at relatively low overpotentials [99]. The steps comprising the complete DMFC anodic process can be described according to the following scheme:

\[
\text{CH}_3\text{OH} + 5\text{Pt} = 4\text{Pt} - \text{H}_\text{ads} + \text{Pt} - \text{CO}_\text{ads} \quad (52)
\]

\[
4(\text{Pt} - \text{H}_\text{ads}) = 4\text{Pt} + 4\text{H}^+ + 4\epsilon \quad (53)
\]

\[
\text{Ru} + \text{H}_2\text{O} = \text{Ru} - \text{OH}_\text{ads} + \text{H}^+ + \epsilon \quad (54)
\]

\[
\text{Ru} - \text{OH}_\text{ads} + \text{Pt} - \text{CO}_\text{ads} = \text{CO}_2 + \text{H}^+ + \epsilon + \text{Pt} + \text{Ru} \quad (55)
\]

The overall anode process

\[
\text{CH}_3\text{OH} + \text{H}_2\text{O} = \text{CO}_2 + 6\text{H}^+ + 6\epsilon \quad (56)
\]

thus depends on Pt surface sites on the alloy surface to activate the ~C–H bonds (and ~O–H bond) in the molecule
and oxidize the hydrogen atoms derived from them, leaving an adsorbed CO intermediate on an adjacent Pt site, and further depends on Ru sites on the alloy surface to activate water molecules to form an active surface oxygen species ("OH intermediate"), which reacts with the adsorbed CO intermediate to complete the anodic oxidation all the way to the CO₂ product. Significantly, depending on whether the earlier step (52) or the later steps (54) + (55) become rate determining, the overall anode process could be first order or zero order with respect to methanol. First-order kinetics versus methanol is typically reported for methanol concentrations lower than 0.1 M and anode potentials lower than 0.5 V versus RHE. The anodic process is typically zero order at methanol concentrations over 0.1 M, indicating that processes (54) + (55) are rate determining. The latter is normally the situation in polymer electrolyte DMFC anodes, which operate on liquid aqueous feed of concentrations typically close to 1 M and at anode potentials in the range 0.35–0.50 V versus RHE [100–102].

Higher coverage by surface oxygen on the PtRu catalyst at higher potentials or "aging" of the active surface oxygen species, manifests itself in a strong increase in the Tafel slope typically recorded for the anodic methanol oxidation process at PtRu catalysts above 0.4 V (the Tafel slope typically rises from 120 to 180 mV/decade, or more). Such a high slope apparently indicates an anodically driven surface deactivation process, highlighting the limited potential range within which PtRu has a strong advantage versus Pt as catalyst for methanol oxidation. It is apparently the optimized surface affinity to oxygen within the potential range 0.3–0.5 V versus RHE that makes PtRu a superior methanol oxidation catalyst. The onset of process (54) on PtRu near 0.3 V defines the negative limit of the anode potential range associated with high anodic methanol oxidation activity, whereas excessive surface oxidation at V > 0.5 V apparently brings about deactivation of PtRu.

Reference 103 addressed an important challenge of characterizing in situ commercially supplied PtRu anode catalysts, used in polymer electrolyte DMFCs, to enable correlation between the actual state of a PtRu catalyst surface in the anode of an operating DMFC and the anodic activity exhibited. The latter work describes an investigation of three types of unsupported PtRu sample powders supplied from two different commercial sources, which were used to prepare "inks" for the fabrication of catalyzed DMFC membranes. The investigation revealed the advantage of reductive preconditioning of such PtRu catalysts and the strong effect that the level of surface oxidation of an as-received PtRu sample could have on the catalyst activity in the DMFC anode. By using CO-stripping voltammetry, it was shown in Ref. 103 that the population of metallic surface sites could be significantly increased by reduction of as-received, unsupported PtRu catalysts of overall surface area ranging between 50 and 80 m² g⁻¹. Such a chemical reduction could be achieved by exposure to either hydrogen or to warm aqueous methanol. This finding of enhanced PtRu catalyst activity following reductive treatment is explained by an excess of surface oxide in the as-received PtRu alloy catalyst samples. With increase of metal (= increase in measured CO adsorption sites) on the surface of the PtRu sample, the activity in methanol electrooxidation was shown to increase [103], suggesting that metal alloy surface sites are, in high probability, the active sites in the anodic
oxidation of methanol at dispersed, unsupported PtRu catalysts. Various phase oxide species (mainly Ru oxide species) always found in such samples seem to be of no catalytic function beyond a possible role in proton conduction in the catalyst layer according to [103], which was highlighted in Ref. 52.

Whereas the measured CO voltammetric stripping charge indicated the population of metal surface sites under DMFC operation conditions, the stripping peak potential provided some information on PtRu surface alloy composition. From the correlation found between activity and stripping peak potential, it was suggested that metal surfaces closest in composition to Pt$_{0.5}$Ru$_{0.5}$ apparently enabled most effective stripping of CO and were also the ones most active in anodic methanol oxidation. The latter strong correlation shows that steps (54) + (55) are rate determining for methanol concentrations and anode potentials most relevant in DMFCs [103].

### 8.3.8.2 The DMFC Membrane: Methanol Crossover and the Impact on the Power/Efficiency Relationship in the DMFC

Starting in the early 1990s, a significant part of the work to develop DMFC technology focused on cells based on polymer electrolytes, primarily Nafion® membranes [3, 4d]. This choice was made on the basis of the attractive properties of membrane electrolyte cells, including the need of only deionized water as the liquid added to the cell (in addition to the fuel itself), good chemical stability of poly(PFSA) membranes, and the favorable chemical environment for the interfacial kinetics of both the anodic and the cathodic process. In the mid-1990s, polymer electrolyte DMFCs had been demonstrated to reach areal power density as high as 0.2 W cm$^{-2}$ in operation on aqueous methanol and air at elevated cell temperatures near 100°C [104]. This areal maximum power density is about one-third that of a polymer electrolyte hydrogen/air cell and, although obtained with higher catalyst loadings, it demonstrated that the poly(PFSA) electrolyte provides a good basis for DMFCs of high power outputs.

At the same time, however, the use of proton-conducting polymeric membranes for DMFCs presents a significant challenge because of the high permeability of methanol through such membranes. The same problem is not encountered in hydrogen/air cells because of the much lower solubilities of H$_2$ and O$_2$ in the hydrated membrane material. The magnitude of the problem is readily understood when comparing the rate of methanol permeation by diffusion through a poly(PFSA) membrane to the DMFC cell current generated at the same temperature. Taking as example a Nafion® 117 membrane at 30°C, the current density equivalent of methanol permeability under a concentration gradient of 1 M between the fuel and the air side of the membrane is 50 mA cm$^{-2}$ (compared with ≤1 mA cm$^{-2}$ for H$_2$ or O$_2$), whereas the maximum current density obtained from a DMFC with Nafion 117 membrane electrolyte at the same temperature is around 100 mA cm$^{-2}$. This means that, unless the rate of crossover is strongly reduced, the cell will be associated with a severe “chemical short”, as a significant fraction of the fuel provided for the anodic process diffuses instead through the membrane and directly recombines with oxygen at the cathode catalyst. Consequently, unless the concentration gradient driving methanol crossing over the membrane is lowered well below $\Delta C_{\text{MeOH}} = 1$ M, fuel utilization in such a cell could be as low as 60% at cell current of 100 mA cm$^{-2}$ and
Further lower at lower cell current. Fuel utilization or fuel efficiency is generally calculated as follows:

\[ \eta_{\text{fuel}} = \frac{\text{rate of anodic conversion of fuel to current}}{\text{rate of fuel feed to the anode}} \quad (57) \]

which, in the case of some current equivalent crossover rate of \( J_{\text{crossover}} \), can be written as follows:

\[ \eta_{\text{fuel}} = \frac{J_{\text{cell}}}{J_{\text{cell}} + J_{\text{crossover}}(J_{\text{cell}})} \quad (58) \]

where \( J_{\text{crossover}} \) is recognized in (58) to depend on cell current density, \( J_{\text{cell}} \), as discussed in the following text.

Possible approaches to correct for the high permeability of methanol through the poly(PFSA) membrane are as follows:

- Replace the PFSA membrane by another polymeric membrane of lower methanol permeability (while maintaining good cell performance)
- Lower the methanol concentration in the anode feed stream
- Induce strong lowering of the crossover rate with increase in cell current through proper choice of the anode backing layer

A significant number of efforts to prepare membranes of lower methanol permeability for use in DMFCs have been reported. The general types of new DMFC membrane preparations tried to date include (1) replacing poly(PFSA) by sulfonated polyaromatic polymers [105], (2) blending polymers of low alcohol permeability (PVDF, for example) with either PFSA or poly(styrene sulfonate) [112], and (3) blending dispersed inorganic material, mainly electronically insulating oxide powders, into a polymer membrane host [106]. The idea behind option (1) is that sulfonated polyaromatics have a lesser tendency for phase separation between hydrophilic and hydrophobic nanodomains of the polymer. It is the very strong tendency of PFSA polymers for nanophase separation, originating from the highly hydrophobic nature of the perfluorocarbon backbone, that readily generates an aqueous, nanopore network of good connectivity in the polymer. It is this well-connected aqueous network that provides high protonic conductivity in PFSA polymers of EWs 1100 or below and also high methanol permeability. In polyaromatic membranes, the hydrophobic character of the aromatic chain is less extreme, resulting in a lesser tendency to form well-connected aqueous nanonetworks at some given water content in the polymer [107]. Table 1 gives an example of the type of proton-conducting polyaromatic membranes synthesized and tested [105].

The approaches, based on the blending of either a polymer of lower intrinsic alcohol permeability [104] or a dispersed oxide into a sulfonated polymer host [106], target lowering methanol permeability by lowering effective porosity and increasing effective tortuosity of the active (aqueous) subphase forming in such composites under the porosity/tortuosity of the unmodified host membrane. In all such attempts to lower methanol permeability, the challenge is not to lower too much of the protonic conductivity of the unmodified membrane in the process. This is a serious challenge because, in all hydrated ionomeric membranes, very similar properties enhance both protonic conductivity and methanol permeability, including the overall water content and the nature of a separated aqueous network of nanopores that form at some level of hydration. Consequently, as the properties of aqueous nanopore networks are changed by any
of the approaches described in Refs 104, 106, and 107, the fractional change in methanol and proton transport rates tend to be similar. Exceptions, where significant selectivity enhancement was reported for proton over methanol transport compared with the poly(PFSA) membrane, are few and in-between [104, 108].

The ratio \( J_{\text{cell}} / J_{\text{crossover}} \) is expected to increase with cell temperature because the dependence of \( J_{\text{cell}} \) on temperature is determined by a relatively high activation energy of oxygen and methanol electrode processes, roughly corresponding to doubling of the interfacial rate in the relevant temperature range per raise of \( T_{\text{cell}} \) by 20°C. Methanol crossover is, on the other hand, an aqueous (sub)phase transport process associated with a weaker rate increase of less than 50% per raise of \( T_{\text{cell}} \) by 20°C. However, raising cell temperature is a limited option in most portable power applications of DMFCs.

One possible approach to lower the rate of fuel crossover for a given membrane is to lower the methanol concentration in the anode feed stream. Lowering of the feed concentration is a viable option, in principle, because the overall process of anodic methanol oxidation is zero order in methanol concentration, at least down to 0.1 M. Operation with very low concentrations of recirculated aqueous methanol in the anode compartment would, however, require high rates of anode feed recirculation and some control of methanol concentration in the recirculated anode feed stream. The more effective option of lowering the rate of methanol crossover in an operating cell is to rely on the cell current as the means for lowering the concentration of methanol on the anode side of the membrane. This can be achieved by impeding methanol transport though the anode backing, such that the limiting current of methanol through the backing is only about 10% higher than the cell current at the design cell voltage [109]. Under such conditions, as described schematically in Fig. 48, the methanol concentration in the membrane next to the anode catalyst is a small fraction of the methanol concentration in the anode flow stream (i.e., on the opposite side of the anode backing) and, as a result, the methanol crossover rate falls significantly versus the crossover rate measured in the same cell at zero cell current. To quantify the relationship between \( J_{\text{crossover}} \) and \( J_{\text{cell}} \) in a DMFC targeting such large methanol concentration drops across the anode backing under cell current, it is first recognized that, under open-circuit conditions, the total impedance to methanol flow is a series combination of the anode backing and membrane flow impedances. \( J_{\text{crossover}} @ J_{\text{cell}} = 0 \) can therefore be described as follows:

\[
\frac{1}{J_{\text{crossover}} @ J_{\text{cell}} = 0} = \frac{1}{J^*_{\text{mem}}} + \frac{1}{J^*_{\text{an,back}}} \quad (59)
\]

where \( J^*_{\text{mem}} \) and \( J^*_{\text{an,back}} \) are respectively limiting current densities for methanol transport through the membrane and through the anode backing under a concentration gradient equal to the methanol concentration at the anode backing/flow channel interface (Eq. 59 assumes a small concentration drop across the catalyst layer itself). When the cell is under current \( J_{\text{cell}} \), \( J_{\text{crossover}} \) is given by the difference between the current equivalent of the flux of methanol across the anode backing layer and the cell (= anode) current, that is

\[
J_{\text{crossover}} = J_{\text{an,back}} - J_{\text{cell}} \quad (60)
\]

From the last two equations, the relationship between the rate of crossover from the
anode flow field to the cathode of a DMFC can be derived as follows:

\[
\frac{J_{\text{crossover}}}{J_{\text{crossover}} @ J_{\text{cell}} = 0} = 1 - \left( \frac{J_{\text{cell}}}{J_{\text{an, back}}} \right)
\]  

(61)

The last equation reveals that, to the degree that a DMFC can be operated close to the anode-limiting current (corresponding to the concentration of the feed stream), the crossover rate in the cell under current can be very low, even in cases of backing and membrane combinations that allow high rates of crossover at open circuit. With fuel utilization in the DMFC given, in general, by \( \eta_{\text{fuel}} = J_{\text{cell}} / (J_{\text{cell}} + J_{\text{crossover}}) \), the relationship \( J_{\text{crossover}} (J_{\text{cell}}) \) derived above (Eq. (61)) allows to calculate fuel utilization at some \( J_{\text{cell}} \) in a DMFC of the given membrane and anode backing permeability of methanol:

\[
\eta_{\text{fuel}} = \frac{J_{\text{cell}}}{J_{\text{cell}} + J_{\text{crossover}} @ J_{\text{cell}} = 0} \left( 1 - \frac{J_{\text{cell}}}{J_{\text{an, back}}} \right)
\]  

(62)

This expression shows that fuel utilization levels as high as 90% can be achieved even when the membrane is quite “leaky” to fuel, that is, when \( J_{\text{crossover}} @ J_{\text{cell}} = 0 \) is quite large. For example, with \( J_{\text{crossover}} @ J_{\text{cell}} = 0 \) as high as 50% of the cell current density targeted, operation at \( J_{\text{cell}} / J_{\lim, \text{an}} = 0.85 \) enables, according to Eq. (62), \( \eta_{\text{fuel}} \) as high as 93% with the “leaky” membrane.

A special case of Eq. (62) arises when the DMFC anode is (methanol) dead-ended, that is, all methanol fed into the anode at a current equivalent rate of \( J_{\text{feed}} \) either reacts at the anode or recombines with oxygen at the cathode. These operation conditions apply in 1–3 W, passive DMFC platforms developed for consumer electronics applications described later in this section. Under these conditions, \( \eta_{\text{fuel}} = J_{\text{cell}} / J_{\text{fuel feed}} \) and when the cell limiting current is determined by \( J_{\text{lim, an}} \),

\[
\eta_{\text{fuel}} = \frac{J_{\text{cell}}}{J_{\text{fuel feed}}} = \frac{J_{\text{cell}}}{J_{\text{lim, an}}}
\]  

(63)

that is, fuel efficiency is directly proportional to cell current. It is also clear from Eq. (63) that in operation at a \( J_{\text{cell}} / J_{\text{lim, an}} \) ratio near unity, the fuel efficiency in the DMFC is fully determined by the match between cell current and fuel feed rate, irrespective of the degree of methanol permeability through the membrane.

From (63), it is clear that, to achieve high \( \eta_{\text{fuel}} \) at some given design current and cell temperature, the anode-limiting current has to be set just slightly above the target current such that the ratio \( J_{\text{cell}} / J_{\lim, \text{an, back}} \) is maintained slightly under unity. Consequently, if high fuel efficiency is to be achieved in cell operation through a significant dynamic range, the anode feed concentration has to be adjusted proportionately to the variations in cell current demand. This is possible to achieve within limitations of the system’s response time to required feed rate variations, as would be defined by the design of the fuel-delivery subsystem.

Another interesting challenge to operation at 90% the anode-limiting current as a means to achieve high fuel utilization is the magnitude of cell voltage losses incurred in operation so close to the anode mass-transport limit. Additional cell voltage losses caused by strong transport limitations could, at least in principle, overweigh the fuel utilization gains. Such a suspicion arises when examining the current voltage dependence ordinarily written for mixed cell current control by interfacial kinetics and mass transport: an extra loss of cell voltage, \( \delta \eta_{\text{an}} = b_{\text{an}} \log(1/(1 - J_{\text{cell}} / J_{\lim, \text{an}})) \) would be the expectation according to Eq. (10).
the limiting current, this corresponds to an extra anode voltage loss numerically equal to \( b_{an} \), that is, \( \geq 100 \text{ mV} \). If this were indeed the case, working near the anode-limiting current would not be a very viable option. In reality, however, such mass transport losses are not incurred because they are projected for a first-order interfacial process, whereas the anodic process in the DMFC is zero order in methanol (see Eq. 54, 55). The polarization curve for a DMFC with an air cathode (first order in oxygen) and a methanol anode (zero order in methanol) is given for an ultrathin electrode as follows:

As shown in Fig. 52(a), the polarization curves calculated for the DMFC according to Eq. (64) exhibit a sharp fall in cell voltage, occurring very close to the anode-limiting current. The sharpness of the fall increases the higher \( J_{\text{crit}} \), that is, when zero-order characteristics prevail at cell current very close to \( J_{\text{lim}} \). The simulation in Fig. 52(a) is assumed to be \( J_{\text{crit}} = J_{\text{lim,an}} - 0.01 \text{ A cm}^{-2} \). Figure 52(a) displays three calculated polarization curves, corresponding to 3 orders of magnitude of the exchange current density of the cathode and anode, assumed in this simulation to have identical values (this assumption is quite reasonable since in both cases measurable currents are observed first at a similar overpotential of 0.3 V). The “base case” curve reflects the state-of-the-art for DMFCs operating slightly above ambient temperature and the other two curves demonstrate the strong DMFC performance advances expected from raising the rates of both electrocatalytic processes.

\[
\begin{align*}
\text{For } J < J_{\text{critical}} :\\
V_{\text{cell}} &= V_0 - b_{an} \log_{10} \left( \frac{J}{a_{an} J_0,an} \right) - b_{cath} \log_{10} \left[ \frac{J}{a_{cath} J_0,cath} \right] - J R_{\text{ohm}} \\
\text{For } J > J_{\text{critical}} :\\
V_{\text{cell}} &= V_0 - b_{an} \log_{10} \left[ \frac{J}{a_{an} J_0,an} \right] - b_{cath} \log_{10} \left[ \frac{J}{a_{cath} J_0,cath} \right] - J R_{\text{ohm}} \quad (64)
\end{align*}
\]

where \( J_{\text{crit}} \) is the cell current density at which the concentration of methanol at the catalyst surface had dropped sufficiently to switch from zero order (step 54 rate limiting) to first order (step 52 becoming rate limiting). Up to \( J_{\text{crit}} \), the anode does not suffer any mass-transport loss because the rate of the interfacial process does not drop as the local concentration of methanol at the catalyst surface keeps falling.
Before the next breakthrough in electrocatalysis of the methanol anode and/or the air cathode, the only viable way to increase the exchange current density by an order of magnitude (without further increase in the relatively high catalyst loading required in the DMFC) is to increase the cell temperature. In fact, the lower and mid curves in Fig. 52(a) describe well a DMFC operating close to ambient conditions and near 80°C, respectively. Figure 53 describes a measured DMFC polarization curve, recorded at 80°C with liquid aqueous 0.5 M methanol as anode feed and air supplied near ambient pressure, showing a power output near 100 mW cm⁻² at 0.5 V – close to four times higher than generated at the same cell voltage at a cell temperature near ambient.

Figure 52(b) describes the variations of cell power output and cell energy–conversion efficiency with cell current in a DMFC with fuel utilization is calculated as $J_{\text{cell}}/J_{\text{lim,an}}$ (Eq. 63). This expression corresponds to the specific case of a (methanol) dead-ended anode. Unlike the case of the hydrogen/air cell, where fuel efficiency is high at any cell current, the power output and conversion efficiency of the DMFC increase hand in hand with rise in cell current. Both power output and conversion efficiency reach their peak slightly short of the cell (anode) limiting current and both drop with further increase in cell current. In fact, since $\eta_{\text{cell}} = \eta_{\text{fuel}} \times \eta_v$, $\eta_{\text{fuel}}$ given in the case of a dead-ended methanol anode as $J_{\text{cell}}/J_{\text{lim,an}}$ and $\eta_v$ is given by $V_{\text{cell}}/V_{\text{cell}}$, both $\eta_{\text{cell}}$ and $P_{\text{cell}}$ increase with the product $J_{\text{cell}}V_{\text{cell}}$ and, consequently, peak power and peak efficiency are reached at an identical point on the polarization curve (Fig. 52b). A very similar pattern applies also for the case of a DMFC with a recirculated anode feed stream of controlled methanol concentration, as can be seen from Eq. (62), which is applicable in the latter case.

To summarize this description of the “leaky membrane challenge” in the DMFC and how it can be best addressed, the choice to date has been to either (1) develop an alternative membrane that will exhibit lower methanol permeability while maintaining high protonic conductivity and well-performing MEA or (2) stay with poly(PFSA) membranes and MEA technology and address the leaky nature of such membranes in operation with methanol by lowering the methanol concentration next on the anode side of the membrane in a cell under load. The latter is achieved by (1) lowering the concentration in the anode flow channel and (2) matching the anode permeability to the cell current demand to further significantly lower the methanol concentration at the membrane surface under current (Fig. 51). The alternative membrane route involves a significant materials R&D challenge: achieving high proton mobility-to-methanol mobility ratio in a well-conducting protonic membrane. In contrast, the optimized components and system route, uses other cell components and system controls to address the leaky nature of poly(PFSA) membranes in DMFCs. As in other similar cases, it is easier to implement earlier on a solution based on a proven and tested membrane material while applying proper correction(s) for its deficiencies at the stack and system design and control levels.

### 8.3.8.3 The DMFC Air Cathode

The air cathode in the DMFC presents some specific challenges beyond those documented for the hydrogen/air PEFC (see section 8.3.7.2). These challenges are related to the possible flux into the cathode...
of methanol and water from a DMFC anode fed by liquid aqueous methanol. This liquid flux across the membrane is driven primarily by a concentration gradient in the case of methanol and by electroosmotic drag, that is, cell current in the case of water. Possible impacts of methanol penetration into the cathode start from the simplest case [110], where the processes of oxygen reduction and methanol oxidation each occur without interference by the other and the component cathode currents of opposite signs add algebraically. A more severe situation at the DMFC cathode corresponds to cathode “flooding”, which can occur as a result of loss of hydrophobic nature of the cathode backing following wetting by aqueous methanol.

Noninteracting processes of oxygen reduction and methanol oxidation at the DMFC cathode result in a “mixed potential” corresponding to increase of cathode overpotential at some given cell current. Under most common DMFC operation conditions, the oxygen reduction process is under interfacial kinetics control and the methanol oxidation process is determined by the methanol flux across the membrane, \( J_{\text{crossover}} \). The increase in cathode overpotential is therefore given by

\[
\delta \eta_{\text{cath}} = b_{\text{cath}} \log \left[ \frac{J^*_{\text{cell}} / (J^*_{\text{cell}} - J_{\text{crossover}})}{J^*_{\text{cell}} / J_{\text{cell}}} \right]
\]

where \( J^*_{\text{cell}} \) is the oxygen reduction current component at the cathode potential corresponding to a measured cell current density of \( J_{\text{cell}} = J^*_{\text{cell}} - J_{\text{crossover}} \). From Eq. (65), it is clear that the effect of some given flux, \( J_{\text{crossover}} \), of methanol penetrating into the cathode on \( \eta_{\text{cath}} \), depends on the ratio \( J_{\text{crossover}} / J^*_{\text{cell}} \), causing cathode potential shifts which are largest at the smallest cell current densities (higher \( V_{\text{cell}} \)), becoming negligible when \( J^*_{\text{cell}} \) is

---

**Fig. 51** Lowering the rate of methanol crossover by operation at cell current close to the limiting current defined by the anode backing layer. Solid – MeOH concentration profile at open circuit; dashed – MeOH concentration profile near \( J_{\text{lim, an}} \).
Fig. 52 (a) DMFC polarization curves calculated according to Eq. (64) which assumes ultrathin electrodes, negligible effect of methanol crossover, and zero-order anode process in methanol up to $J_{\text{crit}} = J_{\text{lim, an}} = 0.125 \text{ A cm}^{-2}$. The three calculated polarization curves, corresponding to 3 orders of magnitude of the exchange current density of the cathode and anode (assumed identical), reflect state-of-the-art polymer electrolyte DMFC performance near ambient conditions (bottom curve) and near 80°C (mid curve), as well as the further improvement in cell performance expected at 80°C if/when an increase by another order of magnitude of the catalytic activities of DMFC cathode and anode is achieved; (b) calculated power output and energy-conversion efficiency as function of cell polarization, corresponding to the three cases in (a).

The specific parameters used for calculating the curves in Fig. 52 are as follows:

- $J_{0, \text{an}} = J_{0, \text{cath}} = 10^{-7} \text{ A cm}^{-2}$
- $a_{\text{an}} = a_{\text{cath}} = 1000 \text{ cm}^2$ of Pt/cm$^2$ of membrane area
- $b_{\text{an}} = b_{\text{cath}} = 120 \text{ mV/decade of current density}$
- $J_{\text{lim, an}} = 0.125 \text{ A cm}^{-2}$
- $J_{\text{lim, cath}} = 0.35 \text{ A cm}^{-2}$
- $R_{\text{ohm}} = 0.375 \Omega \text{ cm}^2$
- $J_{\text{int}} = J_{\text{lim, an}} - 0.01 \text{ A cm}^{-2}$
significantly larger than $J_{\text{crossover}}$. From Eq. (65), the cathode loss associated with crossover drops to 8 mV when the ratio $J_{\text{crossover}}/J_{\text{cell}}^*$ drops to 0.25, corresponding to a conversion efficiency loss of two percentage points versus the case of zero methanol crossover. As explained in detail in the previous section, operation near the cell (anode)–limiting current enables strong reduction in $J_{\text{crossover}}$ and, consequently, significant reduction in this type of DMFC cathode voltage loss.

Cathode voltage losses incurred by methanol crossover could, however, go well beyond the loss calculated for such a “noninteraction” case. Cathode losses could be much more substantial when a film of aqueous methanol builds up in the cathode under some DMFC operation conditions and blocks oxygen access to the cathode catalyst. The resulting flooding of the cathode is typically a stronger challenge in DMFCs with aqueous methanol feed streams than it is in hydrogen/air PEFCs because of the high rates of liquid penetration from a liquid-fed DMFC anode across the membrane into the cathode. The water flux is driven by an electroosmotic drag of 2.5–3.5 water molecules per proton, that is, nearly 20 molecules of water per molecule of methanol reacting at the anode travel across the membrane in a DMFC with an aqueous methanol anode feed [33]. Methanol carried along into the cathode further exacerbates cathode flooding by negatively affecting the cathode waterproofing characteristics. Water buildup in the DMFC cathode can, in fact, be reduced by minimizing the rate of methanol crossover through the range of DMFC operation conditions, that is, adjusting the fuel feed rate to the cell current as the latter varies (see Eq. 61). Additionally, proper design of the cathode flow field, to achieve effective liquid removal by airflow across the cathode surface can assist in sweeping excess cathode liquid with the air exhaust. Cathode features determining the
efficiency of water removal include a cathode backing with a proper degree of openness and strong hydrophobic surface characteristics and, at the same time, flow channels with hydrophilic surfaces, facilitating transfer of water droplets from the cathode GDL to the airflow channel (see Fig. 47). Figure 54 shows that, with effective design of the DMFC air cathode, cell performance is maintained high at very low stoichiometric flow of air. In fact, it is within 90% of the performance measured with very high airflow rates, shown in Fig. 53. The ability to operate at such low airflow rates has clear advantages in both minimizing parasitic power losses and in avoiding excessive water losses from the cell.

8.3.9 Potential Applications of DMFCs in Portable Power Sources

Significant interest has been shown recently by consumer electronics manufacturers and by the military sector in low-temperature portable fuel cells, particularly portable DMFC. Both civilian and military sectors are interested in a next-generation, small portable power source of energy density that significantly exceeds that of leading-edge battery technologies. This means a power system energy density well beyond 400 Wh L$^{-1}$ (0.4 Wh cm$^{-3}$) and/or a specific energy well beyond 200 Wh kg$^{-1}$ (0.2 Wh g$^{-1}$) to be achieved while providing the power for the full dynamic range of the load in a given device. Advanced power sources able to meet and beat these specifications will allow greatly extended run times per recharge (refuel) for mobile phones, laptop computers, and digital cameras – and also for radios, night-vision goggles, global positioning systems, and laser-targeting units in the military arena. Perhaps most even more significantly, higher-energy-density power sources are likely to be essential building blocks in “converged” handheld communications devices that combine
color-display technology with voice, broadband data, and video functionality – all in a single “power-hungry” platform.

The strong potential advantage of fuel-cell power sources over batteries originates from the high energy density of the fuel. For low-temperature fuel cells \( T_{\text{cell}} < 100 \, ^\circ \text{C} \) applicable for man-portable devices, the theoretical specific energies of the two most suitable fuels are 33 Wh g\(^{-1}\) for hydrogen and 6.1 Wh g\(^{-1}\) for methanol. In comparison, advanced rechargeable lithium-ion batteries have a specific energy of around 0.2 Wh g\(^{-1}\) – less than 1% of the energy density of neat hydrogen and 3% that of neat methanol. Such a comparison is obviously skewed, because the battery comprises a complete power source in one package, whereas the fuel for a fuel cell still has to be packaged with the chemical-to-electrical energy-conversion device (the fuel cell itself) plus any further auxiliaries, including power conditioning and power system controls. Figure 55 is a building block scheme of a portable power source based on an air-breathing fuel cell fueled by liquid methanol. The power system includes a fuel-containment chamber and the volume fraction taken by the fuel is shown to be relatively large, as this is prerequisite for overall system energy density advantage over the incumbent battery technology. The total volume of portable power sources of this type, designed for laptops, for example, will have to be limited to about 200 cm\(^3\), whereas for handsets, it will have to ultimately drop under 30 cm\(^3\). These very small volumes will have to accommodate enough methanol fuel to provide significantly more energy to the load than an incumbent battery of similar volume. The methanol fuel will have to share, however, the small total volume available, with the fuel cell itself and all auxiliaries required to generate power outputs in the range of 10–30 W for a laptop computer and 1–3 W for a handset.

To summarize the effects of these key parameters, if a fraction \( f_{\text{fuel}}^{\text{wt}} \) of the total weight of a power system is the fuel itself and the system’s overall energy-conversion efficiency (chemical-to-electrical energy to the load) is \( \eta_{\text{system}} \), then the actual specific energy of the power pack, \( E_{\text{system}}^{\text{wt}} \) (Wh g\(^{-1}\)), will be given by Eq. (1).

\[
E_{\text{system}}^{\text{wt}} = f_{\text{fuel}}^{\text{wt}} \times E_{\text{fuel}}^{\text{wt}} \times \eta_{\text{system}} \tag{66}
\]

where \( f_{\text{fuel}}^{\text{wt}} \) is the weight fraction of fuel in the system, \( E_{\text{fuel}}^{\text{wt}} \) is the theoretical specific energy of the fuel stored, and \( \eta_{\text{system}} \) is the overall system efficiency. The equation indicates that the specific energy of the power pack is a product of the fuel’s specific energy, its weight fraction in the power system, and the overall system efficiency.
is system efficiency for conversion of the chemical energy of the fuel to electrical energy to the load. For example, for a fuel-cell power system in which methanol fuel accounts for 50% of the weight and the system conversion efficiency is 25%, $E_{\text{system}}^{\text{wt}}$ is calculated from Eq. (1) as 0.75 Wh g$^{-1}$. In other words, the specific energy advantage over a lithium-ion battery of specific energy of 0.2 Wh g$^{-1}$ is 3.75:1. The fuel-cell potential power-pack advantage is even stronger when it comes to carrying or supplying additional energy for extended use, that is, when the specific energy of the replacement fuel cartridge becomes a relevant parameter ($f_{\text{fuel}}^{\text{wt}} = 1$ in Eq. 66). In this case, the specific energy advantage over a replacement lithium battery is expected at 7.5:1. This significantly higher ratio (and stronger value proposition) is relevant for cases of long use without the ability to recharge – for example, in military applications, when longer use time requires supply of additional, fully charged batteries, whereas for a fuel cell power system, additional fuel cartridges. It also comes into play in the context of a "perfectly wireless world", in which lightweight replacement fuel cartridges could be used to eliminate the need for cord connections between handheld devices and a recharging power source. In the example given above, carrying replacement methanol cartridges for a cord-independent, fuel-cell-powered device is 7.5 times more mass-effective versus carrying replacement batteries.

For compact portable consumer electronics applications like mobile phones, it is often the volume rather than the weight of the power source that is the key figure of merit in terms of system packaging. Under these circumstances, it is the energy density, rather than the specific energy, that is of greater interest. The equivalent of Eq. (1) will then be Eq. (2).

$$E_{\text{system}}^{\text{v}} = f_{\text{fuel}}^{\text{v}} \times E_{\text{fuel}}^{\text{v}} \times \eta_{\text{system}}$$

Here, $f_{\text{fuel}}^{\text{v}}$ is the fuel-volume fraction in the system, $E_{\text{fuel}}^{\text{v}}$ is the theoretical energy density of the fuel, expressed, for example, in Wh cm$^{-3}$; $\eta_{\text{system}}$ is, as before, the system conversion efficiency for chemical energy of fuel to electrical energy to the load and $E_{\text{system}}^{\text{v}}$ is the effective energy density of the complete power system in Wh cm$^{-3}$.

From the discussion above, it is clear that designers of small-scale fuel-cell-based power sources must adhere to the following priorities:

1. Maximize $E_{\text{fuel}}^{\text{wt}}$ (Eq. 66) using the following guidelines:
   
   (i) Realistic fuel storage options, based on either neat, energy-rich fuel or on a fuel storage form maintaining a large volume/weight fraction of a neat, energy-rich fuel.
   
   (ii) Use of fuel types acceptable for man-portable applications, considering safety requirements in such applications.

2. Maximize $f_{\text{fuel}}^{\text{wt}}$ (Eq. 66) by minimizing $(1 - f_{\text{fuel}}^{\text{wt}})$, the fraction of the power-pack weight (or volume) occupied by energy-conversion components of no energy content – that is, the fuel cell itself plus any auxiliaries. The latter necessitates the following in turn:

   (i) Fuel-cell stack technology of minimum weight (or volume) requirement to generate the average power demand of a portable device under the benign operating conditions dictated by handheld applications.
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(ii) A simple overall power system to minimize auxiliaries weight/volume and to increase overall power system reliability.

3. Maximize $\eta_{\text{system}}$ by raising (Eq. 7) the following:

(i) Fuel utilization
(ii) The fuel-cell voltage at the power level demanded by the load

At this point in time, the choice of fuel for portable power applications is effectively limited to hydrogen and methanol. Proper storage of hydrogen for portable fuel-cell applications is challenging, however, and the most promising solution appears to be the use of metal hydrides when small volume is of higher premium than lower weight, or the use of “chemical hydrides” in the reverse case. In the former case, heating the metal hydride releases free hydrogen as fuel feed to the cell, while the latter typically comprises a hydrogen-releasing chemical reaction of a solid like sodium borohydride, which undergoes a controllable reaction with water over a proper catalyst. A variant of the latter has also been proposed: direct electrochemical oxidation of a soluble hydride – potassium borohydride fuel dissolved in an aqueous alkaline solution. The overall weight percent of hydrogen in relevant metal hydrides (those releasing hydrogen at temperatures under 100 °C) is of the order of 1–2%. For the chemical hydrides, assuming the need to carry the water for the reaction, this figure can reach 6–8%. The case of a concentrated aqueous solution of sodium borohydride, discussed in the following text, corresponds to theoretical energy density of 1.8 Wh g$^{-1}$ – about 40% the theoretical energy density of liquid methanol which stores energy at 6.1 Wh g$^{-1}$. The advantage of hydrogen fuel, though, is its superior electrochemical activity (see section 8.3.7.11), which is of particular significance at low fuel-cell temperatures, facilitating the achievement of higher stack power densities and thereby leaving more precious system space for fuel. This is of high premium in applications with the lowest volume availability, for example in potential applications in powering cell phones. The choice between the two candidate fuels, hydrogenated and methanol, for portable power applications must be made with all the above in mind, in additions to other important features including fuel distribution infrastructure and power system safety can be readily understood, the choice may be a strong function of a specific application, particularly the target use time per single refuel, the market sector being consumer electronics or the military.

8.3.9.1 Microfuel Cell System Engineering Challenges

The two fundamental prerequisites for maximizing the power density and energy-conversion efficiency in miniaturized fuel cells in general and miniaturized DMFCs, in particular, are (1) sufficient power and energy to the load per unit area of the electrodes to be generated at cell inner temperatures as low as 45–60 °C and (2) minimal overall volume/weight of the non-fuel-containing fraction of the power system. With optimized PtRu alloy anode catalysts and well-prepared electrode structures, DMFCs can generate, at cell temperatures in the range of 45–60 °C, an areal power density of 40–60 mW cm$^{-2}$ at cell voltage $\geq$ 0.4 V. This can be achieved with no active air feed to the cathode, such that the cell is operating in an “air-breathing” mode. Assuming a typical unit cell thickness of 3–5 mm, a DMFC stack volume
power density of 100 mW cm\(^{-3}\) under cell conversion efficiency near 30% should be possible under these benign operation conditions relevant to man-portable power. While this power density is lower by factor 3–5 versus that of a hydrogen–air fuel cell operating at a similar cell temperature. However, the advantages of methanol as liquid fuel of high energy density, together with the potential for high simplicity of a DMFC system can provide a substantial advantage to the DMFC option, particularly so when the target use time per refuel is longer than 48 hours.

The plots in Fig. 56 reveal the potential of a 1-W DMFC system for lowering the system volume versus that of a lithium-ion battery of energy density 0.2 Wh cm\(^{-3}\). The volumes are compared for a range of overall system energy content demands or overall use time (the number of Whs equals the number of hours of use at the 1-W power output considered). At fuel-cell stack power density of 100 mW cm\(^{-3}\) (100 W L\(^{-1}\)), the energy density of a DMFC system is projected to exceed that of the lithium-ion battery for use times exceeding 4–6 hours – assuming total auxiliaries volume of 10 cm\(^3\), equal to that of the fuel cell stack itself and assuming system conversion efficiency near 30%. The additional parallel lines in the figure show that, even if the volume

![Graph showing system volume for a 1-W DMFC power source versus number of watt-hours stored compared to a prismatic Li-ion battery of the same number of watt-hours. The three cases shown are for three different volumes of the nonfuel-containing components of the DMFC system, that is, stack + auxiliaries. Assumptions for the DMFC system are: stack power density of 50–100 W L\(^{-1}\) (0.05–0.1 W cm\(^{-3}\)), auxiliaries volume = stack volume, and system conversion efficiency = 30%.](image-url)
of the non-fuel-containing part of the system is $\times 1.5$ or $\times 2$ larger than the best case of 20 cm$^3$ considered here, significant volume reductions are still possible when slightly longer use times of 7–10 hours without recharge (or refuel). Figure 56 shows that the effective energy content of the fuel, $E_{\text{fuel}}^* \times \eta_{\text{system}}$, is a key parameter in establishing energy-density advantage of the overall fuel-cell system over the Li battery. At the same time, the advantages of higher cell/stack power densities are also obvious from the same figure, allowing a larger space/weight for the fuel on board and enabling energy-density advantages over batteries for relatively shorter use times.

The proper trade-off between higher-energy density of the fuel and higher cell/stack power density is likely to be decided on the basis of the target application, as well as the target use time for the specific application (see Fig. 56). Choices to date to develop a certain type of small-scale fuel-cell power source have been directed by such considerations, as well as by local technical expertise with either hydrogen-fueled PEFCs, direct methanol–fueled DMFCs, or reformed methanol–fed PEFC. Among hydrogen-fueled, small-scale fuel-cell systems described to date, one which has been developed so far into several demonstrated prototypes is based on fuel stored as aqueous alkaline solution of sodium borohydride at 20–25% by weight. The borohydride reacts with the solvent water when the solution is passed over a metal catalyst to release hydrogen according to

$$\text{NaBH}_4 + 2\text{H}_2\text{O} = \text{NaBO}_2 + 4\text{H}_2 \quad (68)$$

From Eq. (68), at 20 wt%, the aqueous solution of NaBH$_4$ amounts to carrying hydrogen at somewhat above 4 wt%. Consequently, the theoretical energy content of this type of fuel is near 1.3 Wh g$^{-1}$ of fuel and, at 60% conversion efficiency (PEFC operating at $V_{\text{cell}} = 0.7$ V), the effective energy content of the aqueous borohydride fuel could reach 0.8 Wh g$^{-1}$ of the fuel solution. A further energy content hike enabled by somewhat higher NaBH$_4$ concentrations in the aqueous hydride fuel has been mentioned as a possibility. In comparison, a significantly higher effective fuel energy density, $E_{\text{fuel}}^* \times \eta_{\text{system}}$, of 1.4 Wh g$^{-1}$ (1.8 Wh cm$^{-3}$) of fuel stored, is achievable with a DMFC system storing neat methanol with the fuel cell operating at $V_{\text{cell}} = 0.5$ V. Effective utilization of this superior energy density of the fuel to achieve high system energy density requires maximizing of the DMFC stack power density and minimizing of the weight/volume of any auxiliary component. Until very recently, the only DMFC system designs recognized viable were, however, quite complex, largely because of the difficulties associated with water management of water. The challenge has been to reconcile the target of neat (100%) methanol in the fuel tank/cartridge as required to maximize system energy density, with the need for a sufficient water supply to the anode. The latter required for the anode process itself (see Eq. 56) and for dilution of the anode feed stream to lower the rate of methanol crossover by diluting the anode feed. The mainstream approach to this problem has been to provide the water to the anode from the air side of the DMFC, where water is the product of the cathode process using an “active-system approach” in which water collected from the cathode is pumped external to the cell and mixes with neat methanol from the fuel tank to provide a dilute aqueous methanol as anode feed. The concept for this recirculated anode loop configuration using active water pumping from
the cathode outlet and into the anode feed stream is shown in Fig. 57(a). Implementation of a complete water-management unit around the DMFC in an active system of this type has been demonstrated by several developers at the 20–40 W power levels. However, as Fig. 57(a) clearly implies, such a DMFC system falls short in terms of the targeted system simplicity, particularly for smaller power sources down at the 1-W level. The collection and pumping of the cathode water product requires a number of moving parts that are involved with extra system volume/weight, parasitic power losses, and system complexities – all translating into oversize and reliability issues for DMFC power sources of 1–3 W.

One way to achieve a simpler DMFC system, albeit at significant expense of energy content would be to include water as a component of the liquid in the fuel cartridge, thereby eliminating the need to collect water and feed it back to the anode in the operating system. However, the energy content penalty associated with such an approach would be prohibitive: any sacrifice of neat fuel weight in a DMFC system significantly impacts the competitive edge versus incumbent battery technology. (From Fig. 56, consider the effect of giving up, e.g., 50% of $E_{\text{fuel}}$ by carrying 50% aqueous methanol in the cartridge.) A recent novel approach to the water-management challenge in DMFCs has been developed and implemented at prototype level by MTI MicroFuel Cells (United States). In the latter approach, two key innovations are: (1) an effective mode of 100% methanol fuel delivery directly to the anode and (2) of the required flux spontaneous generation of water within the cell from the air cathode back to the methanol anode (Fig. 57b). The fuel-delivery mode developed enables fine-tuning of the overall flux of neat methanol from reservoir to the anode. This controlled flux of 100% methanol mixes at the anode with water supplied from the cathode internally by a spontaneously occurring flux of water from cathode to anode across the thickness dimension of the cell. This mode of operation eliminates any water collection and pumping in a cell fed directly by 100% methanol fuel, resulting in superior DMFC system simplicity, which is much more compatible with miniaturized portable fuel-cell systems to be potentially embedded within consumer electronics devices. An early product developed for a handheld device, where a methanol cartridge and an air-breathing DMFC array were embedded by MTI MicroFuel Cells to significantly enhance the device energy content, is shown in the photograph in Fig. 58. The device seen is an RFID tag reader (RFID) tag reader made by Intermec, inc., with an RF antenna located along the back, hidden surface, and an industrial version PDA resting on the handle. The DMFC cell array, located behind the vertical grill and air filter seen in the photograph breathes air through the air filter and is fed by methanol from a methanol cartridge shown in the photograph half inserted. The addition of this methanol cartridge and flat form DMFC array provided energy to the load of 35 Wh in continuous discharge to be compared with the 8 Wh provided by the rechargeable, cylindrical Li battery (located in the handle) ordinarily employed. A concept prototype of a further miniaturized DMFC and methanol cartridge considered for future integration into multifunctional handsets is shown in Fig. 6. The point to notice in Fig. 6 is the small size of the molded, DMFC array required to generate subwatt
8.3 Polymer Electrolyte and Direct Methanol Fuel Cells

Fig. 57  (a) Generic DMFC system utilizing neat methanol with flow and flow control subsystems devoted primarily to cathode water recovery and backpumping to an anode recirculation loop. (b) Highly simplified DMFC system developed at MTI Microfuel Cells, Albany, NY, based on direct feed of 100% methanol to the cell anode at controlled rate and elimination of any need of external water pumping.
MTI Micro’s Mobion™ DMFC and methanol cartridge integrated into Intermec Inc.’s RFID reader.

**DMFC System Characteristics:**

- **Cartridge:** 100% MeOH
- **Power out:** 1 W
- **Energy to load:** in continuous discharge: 35 Wh
  (*Present battery is 8 Wh*)

**Fig. 58** Air-breathing DMFC cell array and methanol cartridge integrated into the handle of an RFID tag reader made by Intermec, Inc.

**Fig. 59** A 50-W DMFC power source commercialized by Smart Fuel Cells (Germany). Volume of the 50-W (4 A; 11–14 V) stack shown is 1.3 L and it weighs 8 kg. The system efficiency is reported as 700 Wh L$^{-1}$ (0.7 Wh cm$^{-3}$) of 100% methanol stored in the tank. The system noise level is reported as low as 47 dB at a distance of 1 m.

Over the last 4–5 years, there has been a surge of interest in microfuel cells. Many top-tier consumer electronic manufacturers have described prototype demonstrations of small fuel-cell system prototypes.

8.3.9.2 **Demonstrations of Small Fuel-cell System Prototypes**

The description “concept prototype” stresses that the level of miniaturization depicted in this photograph is still to be achieved for a viable DMFC system of superior energy density and sufficient power output.
Fig. 60 (a) Prototype microfuel cell power source developed by NTT DoCoMo (07/05) for their 3G FOMA™ handsets. Product concept shown is a charger base that cradles a mobile phone, manufactured by Fujitsu Laboratories Ltd. (b) Initial DMFC power source prototype for ThinkPads, from a joint Sanyo/IBM project (04/05). Weight with fuel reported as 2.2 kg for 8 hours. DMFC hybridized with auxiliary slim battery for power peaks up to 72 W. The volume of the prototype dock containing the fuel cell was estimated at 1600 cm³ and the cartridge size, 160 cm³.
fuel-cell power packs developed, with most approaches so far being based on methanol fuel – some preferring the methanol-reforming option (e.g., Motorola and Casio) and a larger number looking at DMFC-based systems (e.g., Toshiba, Samsung, and Hitachi). One manufacturer, Smart Fuel Cell (Germany), has released a portable (not man-portable) DMFC-based power source operating in the 20–50 W regime (see photo in Fig. 59). The company’s first target application has been auxiliary power in recreational vehicles, as well as primary power for road-side sensors and monitors, all at a level of 20 W or higher. Apart from one case, demonstrations by Industry have focused on fuel-cell units that act basically as stand-alone sources or as chargers for the battery in an otherwise unmodified electronic device. Most industrial prototypes have been developed with laptop/notebook computers in mind (see photo in Fig. 60), for which miniaturization is a less daunting task compared to a handheld device. A common denominator for most, if not all, of demonstrated fuel-cell power packs, is that they are actually hybrid systems. The fuel cell is typically there to provide the average power over the complete period of use, whereas a relatively small battery, kept charged by the fuel cell, meets any additional peak-power requirements and, possibly, assists with system start-up at lower temperatures. Basically, the most effective way to simultaneously answer energy and power demands is to use the fuel as the energy carrier and the battery as the peak-power source. This becomes obvious from the effective energy-density advantage of fuel versus a lithium-ion battery – around $\times 5$ with current DMFC technology – and the peak maximum power-density advantage of a Li battery versus that of the DMFC – also about $\times 5$ at present. This simple observation explains why hybridization of a fuel cell (with maximum fraction of the volume reserved for fuel) with a compact battery employed to ride through periods of peak-power demand could satisfy the combined targets of more energy packaged into same volume/weight and the generation of the complete range of power demanded by the relevant load.

While at this point in time there is still no truly commercial microfuel cell power-pack product for consumer electronics devices, there is a growing consensus that low-temperature fuel cells will find their first application in providing the basis for energy-rich portable power sources either replacing or augmenting rechargeable batteries. Significantly, with the cost of incumbent battery technology pegged at several dollars per watt of power (several thousand dollars per kilowatt), the cost barrier for commercialization of fuel-cell products in this sector is much lower than in larger-scale potential applications like distributed generation and transportation.

Acknowledgments

1. I like to acknowledge more than 20 years of enjoyable collaboration with colleagues at Los Alamos National Laboratory and at MTI Microfuel Cells, doing together some of the R, D&E work described good in this chapter. Interchange of ideas and of personal expertise has always been a crucial requirement for effective advancement in this interdisciplinary area of elecrochemical science and technology.

2. Padmanabhan Srinivasan of MTI Microfuel Cells performed the computer calculations of PEFC and DMFC cell characteristics for this chapter.
References


20. La Conti in Ref.5, vol 3 (part 1), p. 647.


52. (a) M. K. Debe, in Ref. 5 Vol. 3, Chapter 45; (b) Proceedings of the Fuel Cell Workshop in Kofu, Japan, 2005.
59. A. B. Lacombe, M. Hamdan, R. C. McDonald, in Ref. 5 Vol. 3, Chapter 49.
60. D. A. Matsen, A. D. Bosco, in Ref. 5 Vol. 4, Chapter 53.
8.3 Polymer Electrolyte and Direct Methanol Fuel Cells


100. M. Baldauf, W. Preidel, J. Power Sources 1999, 84, 161.


107. DMFC hydrocarbon membrane made by Polyfuel, Mountain View.


119. DMFC hydrocarbon membrane made by Polyfuel, Mountain View.

120. X. Ren, S. Gottesfeld, US Patent No. 6,296,964.


9

The Electrochemistry of Nuclear Reactor Coolant Circuits

Digby D. Macdonald and Mirna Urquidi-Macdonald
Pennsylvania State University, University Park, PA, USA

9.1 Introduction ........................................... 665

9.2 Water Radiolysis ........................................ 668
  9.2.1 Radiolytic Yield ..................................... 669
  9.2.2 Chemical Reactions ................................... 671
  9.2.3 Convection ........................................... 672
  9.2.4 General Solution of the Equations ................. 672

9.3 Mixed Potential Model and the Electrochemical Corrosion Potential . 673

9.4 Stress Corrosion Cracking ............................. 678

9.5 Electrochemistry of Boiling Water Reactors ......... 691

9.6 Electrochemistry of Pressurized Water Reactors .... 711

9.7 Summary ................................................ 719

References .................................................. 720
9.1 Introduction

Nuclear power reactors now account for about 16% of the world’s electricity production from 440 plants with a total installed capacity of 364,000 MWe (www.uic.com.au/nip07.htm). More than 12,000 reactor years of operating experience have been accumulated. The fraction of the electrical energy generating capacity that is due to nuclear power plants varies widely, ranging from about 90% in some European nations (e.g., France and Belgium) to none in other, “First World” nations, such as Australia and New Zealand. While the United States of America operates the greatest number of reactors (103), compared to any nation, nuclear power accounts for only a modest 20% of its total electrical power production. However, no new reactors have been ordered in the United States for more than 30 years, although vigorous nuclear power programs have been continued elsewhere. During that time, the availability of power reactors steadily increased from less than 60% in the early 1970s to about 90% today. This is equivalent to building about one new plant per year. The incidents at Three Mile Island in the United States and at Chernobyl in the Ukraine, notwithstanding, nuclear power is now recognized as an efficient, pollution-free source of electrical energy that could supply the world’s needs for many centuries to millennia, depending upon the technologies adopted. This resurgence in nuclear power is fueled by the need to reduce the emission of carbon dioxide from the burning of delayed carbon cycle (fossil) fuels (as opposed to fuels derived from the prompt carbon cycle, such as biofuels), in order to mitigate global warming, by the need to conserve the dwindling supplies of fossil fuels, and because of the political ramifications of being dependent upon foreign sources for energy, which is the “life blood” of nations.

The progressive development of nuclear power reactors is summarized in Fig. 1, starting with the small, prototype (Generation I) reactors to the Generation II reactors that are currently in service. In the immediate future, Generation III, advanced light water reactors (ALWRs) and advanced CANadian Deuterium oxide natural Uranium (CANDU) reactors will gradually replace the venerable Generation II plants over the time frame of 2000 to about 2030 (the first units are now operating in Japan). Beyond 2030, Generation IV reactors are expected to enter service. Generation IV reactors will have higher thermodynamic efficiencies, by virtue of their higher operating temperatures, and will employ proliferation-resistant fuels.
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Generation IV: Nuclear Energy Systems Deployable no later than 2030 and offering significant advances in sustainability, safety and reliability, and economics

<table>
<thead>
<tr>
<th>Generation I</th>
<th>Generation II</th>
<th>Generation III</th>
<th>Near-Term Deployment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early prototype reactors</td>
<td>Commercial power reactors</td>
<td>Advanced LWRs</td>
<td>-Highly economical</td>
</tr>
<tr>
<td>-Shippingport</td>
<td>-LWR-PWR, BWR</td>
<td>-ABWR</td>
<td>-Enhanced safety</td>
</tr>
<tr>
<td>-Dresden, Fermi I</td>
<td>-CANDU</td>
<td>-System 80+</td>
<td>-Minimal waste</td>
</tr>
<tr>
<td>-Magnox</td>
<td>-VVER/RBMK</td>
<td>-AP600</td>
<td>-Proliferation resistant</td>
</tr>
</tbody>
</table>

Fig. 1 Progressive development of successive generations of nuclear power reactors. http://upload.wikimedia.org/wikipedia/commons/4/4e/GenIVRoadmap.jpg.

These plants will be “inherently” safe, will produce minimal waste through “actinide burning”, and will be highly economical (but, perhaps, not so economical that the power “will be too cheap to meter” (Lewis L. Strauss, Speech to the National Association of Science Writers, New York City, September 16th, 1954 (New York Times, September 17, 1954))).

A common thread in many of the reactor technologies that currently exist or that are under development is the use of water as the heat transport medium (the “coolant”). In many respects, water is an ideal coolant, because it has a high heat capacity, can be obtained in a high purity, is inexpensive, has a wide liquid range (0–374.15°C), is easily handled, and had been used since the dawn of steam power. Thus, in their most fundamental form, water-cooled nuclear reactors (WC-NRs) comprise a nuclear boiler, a heat transport system (piping, channels, steam generators, etc.), a set of turbines (high pressure, intermediate pressure, and low pressure, depending upon plant type and design), a steam condenser, and a feedwater circuit that returns the water to the core. Additional circuits include those for decay heat removal and reactor water cleanup. Thus, the “coolant” (water or an aqueous solution) transports the thermal energy that is produced by nuclear fission in the fuel rods located in the reactor core to either a steam generator, which generates steam in a secondary circuit, as in a pressurized water reactor (PWR, Fig. 2), or in the form of steam directly to the turbines, as in a boiling water reactor (BWR, Fig. 3). In the PWR case, the primary coolant is pressurized to prevent boiling, so that the primary coolant can be regarded as being a single-phase liquid system, whereas in the BWR case the coolant in the fuel channels is two phase (steam + water) with the water and steam being separated at the top of the reactor vessel. For thermohydraulic reasons, the water that remains in the vessel is combined with feedwater and is then recirculated through a
recirculating piping system back in to the core, so that the liquid phase can be regarded as representing a “primary circuit” with direct heat exchange with steam in a secondary circuit. Because boiling occurs in the core of a BWR, the coolant is nominally pure water so as to prevent the formation of concentrated solutions and deposits in boiling crevices and at heat transfer surfaces.

The temperature in the cores of modern nuclear power reactors typically ranges from 260 to about 320 °C, depending upon the reactor type and/or design (although it may be as high as 340 °C in the fuel channels if γ heating is taken into account, in the case of a PWR). Since this chapter concentrates on light water reactors (LWRs), the relevant temperatures are 288 °C for a BWR and 320 °C for a PWR. Additionally, in a reactor core, water is exposed to intense fields of ionizing radiation (α particles (He\(^{2+}\)), β particles (electrons), and γ photons), such that
water is dissociated into a myriad of species, some of which form via bond scission within the water molecule within durations that are as short as perhaps fractions of a femtosecond ($\ll 10^{-12}$ seconds), while others form via reactions involving the primary products (see below). Most of these species are electroactive (i.e., they may participate in charge-transfer reactions), and some are very strong oxidizing agents (e.g., OH), while others are strong reducing agents (e.g., H). In any event, the simultaneous presence of these species at highly nonequilibrium concentrations renders the coolant system a fertile environment for electrochemically mediated processes, such as general corrosion and various form of localized corrosion. The latter include pitting corrosion (PC), stress corrosion cracking (SCC), and corrosion fatigue (CF), phenomena that have plagued reactor cooling systems since the inception of nuclear power.

This chapter is concerned primarily with the electrochemistry of BWR and PWR primary cooling circuits and the impact that electrochemistry has on the accumulation of damage due to SCC. The available space does not permit discussion of other worthy subjects, such as PC and CF, nor does it allow the author to explore the impact of electrochemistry on the coolants in other reactor types. In keeping with the encyclopedic nature of the article, the general principles are presented and the reader is referred to the published literature for detailed information on specific topics.

9.2 Water Radiolysis

The radiolysis of water in WCNR heat transport circuits (HTCs) has long been recognized [1, 2] as a potential source of corrosive, oxidizing species, such as $O_2$, $H_2O_2$, OH, and so on, and for this reason hydrogen is added to PWR primary coolant circuits, and, in more recent years, to BWR coolant circuits, to suppress their radiolytic generation of oxidizing species and/or to displace the corrosion potentials of structural components in the coolant circuits in the negative direction. This has been accomplished in the case of PWR primary coolant by adding large amounts of hydrogen to the coolant (20–70 cc (STP)/kg, $8.93 \times 10^{-4} - 3.13 \times 10^{-3}$ m, respectively), seemingly with the philosophy that “if a little is good, a lot more must be better.” It is argued later in this review that a lot is definitely “not better” with regard to the integrity of Alloy 600 that is used extensively in PWR steam generators as tube material. In the case of BWRs, the intergranular stress corrosion cracking (IGSCC) of sensitized Type 304 SS (SS = stainless steel) primary coolant components (particularly the recirculation piping system, but more recently in-vessel components) has been linked to excessively high corrosion potentials, resulting from the generation of oxidizing species ($O_2$, $H_2O_2$ due to the radiolysis of water), and to a sensitized microstructure, due to either thermal sensitization or neutron irradiation above a certain fluence (accumulated dose $> 10^{21}$ n cm$^{-2}$, energy $> 1$ MeV). The fact that the electrochemical corrosion potential (ECP) is the prime parameter in determining the accumulation of corrosion damage has been slowly accepted in the power reactor community, possibly because electrochemistry is seldom, if ever, included in mechanical and nuclear engineering curricula at universities. The impact that the ECP has on crack growth rate (CGR) is roughly exponential, if the ECP is above a critical
potential for IGSCC ($E_{\text{IGSCC}}$), although the rate also depends upon the stress intensity, the extent of cold working of the substrate, the conductivity of the environment, and the flow velocity of the coolant across the surface.

As noted above, the ECP is the key parameter in describing the susceptibility of reactor coolant components to corrosion damage. As experience has shown, the direct measurement of ECP in reactor coolant circuits has proved to be very difficult, notwithstanding the monumental efforts of Indig et al. at the General Electric Company—see [3], for example. The major challenge in in-reactor ECP measurements has been to devise a reference electrode that can withstand the harsh environmental conditions that exist within a reactor pressure vessel (RPV).

Electrochemists will recognize that the ECP is a mixed potential, the value of which is determined by the balance of the oxidizing and reducing species in the environment and the kinetics of dissolution (corrosion) of the substrate. In order to calculate the ECP, it is important, in principle, that the concentrations of all of the radiolytic species be determined, since all of these species are electroactive. However, theory shows that the contribution that any given species makes to the ECP is determined primarily by its concentration, so that only the most prevalent electroactive species in the system determine the ECP. This is a fortunate finding, because the various radiolysis models that are available for calculating the species concentrations do not determine the concentrations of the minor species accurately nor are there electrochemical kinetic data available for these species.

In order to calculate the species concentrations, the combined effects of the radiolytic yield of each species due to the absorption of ionizing radiation by water, and the changes in concentration due to chemical reactions and fluid convection, must be taken into account. This problem reduces to one of solving as many stiff, coupled, simultaneous first-order differential equations as there are species in the system. One of the major problems in describing the radiolysis of water is to devise efficient algorithms for performing this task.

### 9.2.1 Radiolytic Yield

The rate at which any primary radiolytic species is produced is given by

$$R_i^y = \left( \frac{G^n \Gamma^n}{100N_A} + \frac{G^\gamma \Gamma^\gamma}{100N_A} + \frac{G^\alpha \Gamma^\alpha}{100N_A} \right) \tilde{F} \rho$$

(1)

where the rate of production of species "$i$", $R_i^y$, has units of mol cm$^{-3}$ s$^{-1}$, $G^n$, $G^\gamma$, and $G^\alpha$ are the radiolytic yields for neutrons, $\gamma$ photons, and $\alpha$ particles, respectively, in number of particles per 100 eV of energy absorbed, $N_A$ is Avogadro’s number, $\tilde{F}$ equals $6.25 \times 10^{13}$ (the conversion factor from, R s$^{-1}$ (rad s$^{-1}$) to eV g$^{-1}$ s$^{-1}$), and $\rho$ is the water density in g cm$^{-3}$. $\Gamma^n$, $\Gamma^\gamma$, and $\Gamma^\alpha$ are the $\gamma$ photon, neutron, and $\alpha$-particle energy dose rates, respectively, in units of R s$^{-1}$.

Values for the radiolytic yields for various species considered in the radiolysis model for PWR coolants were taken from Christensen [4] and are listed in Table 1. A review of the literature reveals a wide variance in the $G$ values, even from the same author. As noted by Elliot [5], the current $G$ values should be regarded as being little more than rough estimates.

The third term in Eq. (1) accounts for the radiolysis of water by $\alpha$ particles.
Tab. 1 Radiolytic yields (G values) for primary radiolytic species

<table>
<thead>
<tr>
<th>Number</th>
<th>Gamma4 285°C</th>
<th>Neutron4 285°C</th>
<th>Alpha5 270–300°C</th>
<th>Species</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.15</td>
<td>0.93</td>
<td>0.13</td>
<td>e⁻</td>
</tr>
<tr>
<td>2</td>
<td>1.08</td>
<td>0.50</td>
<td>0.12</td>
<td>H</td>
</tr>
<tr>
<td>3</td>
<td>3.97</td>
<td>1.09</td>
<td>0.45</td>
<td>OH</td>
</tr>
<tr>
<td>4</td>
<td>1.25</td>
<td>0.99</td>
<td>1.55</td>
<td>H₂O₂</td>
</tr>
<tr>
<td>5</td>
<td>0.00</td>
<td>0.04</td>
<td>0.00</td>
<td>HO₂⁻</td>
</tr>
<tr>
<td>6</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>O₂</td>
</tr>
<tr>
<td>7</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>O₂⁻</td>
</tr>
<tr>
<td>8</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>O₂⁻</td>
</tr>
<tr>
<td>9</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>O⁻</td>
</tr>
<tr>
<td>10</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>O</td>
</tr>
<tr>
<td>11</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>O</td>
</tr>
<tr>
<td>12</td>
<td>0.62</td>
<td>0.88</td>
<td>1.65</td>
<td>H₂</td>
</tr>
<tr>
<td>13</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>OH⁻</td>
</tr>
<tr>
<td>14</td>
<td>4.15</td>
<td>0.93</td>
<td>0.13</td>
<td>H⁺</td>
</tr>
</tbody>
</table>

(⁴He₂ nucleus), which are produced by the ¹⁰B₅(¹n₀, ⁴He₂)⁷Li₃ reaction in PWR primary coolant environments, but this nuclear reaction does not occur in BWR environments, because of the absence of boron (specifically ¹⁰B₅). The importance of α-particle radiolysis in PWR cores has been recently assessed the importance of this process in PWR cores and it was concluded that the contributions from α radiolysis to the concentrations of the radiolytic species are small, when compared with those from neutrons and γ photons at the prevailing dose rates [6]. Nevertheless, in a PWR primary coolant circuit, there are regions where α-particle radiolysis contributes significantly to the formation of the radiolytic species (>10%), and hence the third term in Eq. (2) is necessary. In the case of BWR simulations, the radiolysis models [6–30] have tended to be based on the original Burns and Moore model [8], with modification being made in light of the later studies by Elliot [31]. The models used by the author and his colleagues for modeling BWR primary coolant circuits contains 34 reactions, as discussed further below.

A word of caution is needed at this point: the radiolytic yields employed in radiolysis modeling should be the primary yields corresponding to events that occur within the time of scission of a bond within a water molecule. These values are impossible to measure, because no techniques are available for sampling the concentrations of primary radiolysis products in the sub-femtosecond time frame. Thus, the radiolytic yields that are used to devise water radiolysis models are strictly not the values that are appropriate or needed. However, as with many physicochemical models, values for various parameters are often selected so that the original observations are reproduced. A major problem in radiolysis modeling is that there are many more parameters than there are experimental observations, so the values assigned to the models are not unique and they should not be transferred from model to model. Nevertheless, the models have proved to be quite robust, in the sense that reasonable
values for the calculated concentrations of various radiolysis products are obtained.
(However, it should be noted that the concentrations of minor radiolysis products are seldom measured and compared with those that are predicted).

9.2.2 Chemical Reactions

The chemical reactions occurring in the primary HTCs of LWRs essentially determine the species concentrations in each part of the circuit, particularly in regions of low dose rate (i.e., in out-of-core regions). The reaction set used previously by Urquidi-Macdonald, Pitt and Macdonald [32] for modeling PWR primary coolant circuits has 48 reactions describing the interactions between the 14 species listed in Table 1.

This reaction set is partly based on a published compilation [8], but has been modified to include hydrogen peroxide decomposition, and the inclusion of additional species and reactions as specified by Christensen [4]. The impact of modifying the original radiolysis code, which has been used extensively in our BWR modeling work and has been extensively evaluated against BWR plant data [6, 9, 11, 17–26], is largely unknown, because no independent check on specie concentrations is currently available for a PWR primary circuit. This is due to the fact that the concentration of oxygen, which is monitored on a routine basis in a BWR, is so low in a PWR primary circuit that it is not measured. Furthermore, the hydrogen that is present in a PWR primary circuit is primarily the result of hydrogen additions and not radiolysis, so [H₂] measured in the circuit is not a good indication of the state of radiolysis. Finally, the ECP, which is now measured on a routine basis in BWRs, is not monitored in any PWR primary circuit, to the authors’ knowledge, even on an experimental basis, although some measurements have been made in VVER 440 reactors [33].

Other radiolysis mechanisms, particularly those by Christensen [4] and Elliot [31], were examined during the development of models to describe radiolysis in reactor coolant circuits, and the codes that have been developed by the author have been written to facilitate, to the greatest extent possible, the inclusion of new mechanisms. As expected, insertion of different reaction sets requires considerable reprogramming of the code.

The rate of change of each species at a given location is given by reaction rate theory as

\[ R^c_i = \sum_{s=1}^{N} \sum_{m=1}^{N} k_{sm} C_s C_m - C_i \sum_{s=1}^{N} k_{si} C_s \]  

(2)

where \( k_{sm} \) is the rate constant for the reaction between species \( s \) and \( m \), \( k_{si} \) is the rate constant for the reaction between species \( s \) and \( i \), and \( C_i, C_m, \) and \( C_s \) are the concentrations of species \( i, m, \) and \( s \), respectively. \( N \) is the number of reactions in the model (i.e., \( N = 48 \)). Explicit expressions for the gain and the loss of each species are summarized elsewhere [6].

The rate constant, \( k_j \), is a function of coolant temperature. Since the temperature throughout the heat transport circuit is not constant, the actual rate constant for each chemical reaction must be calculated for each specific position using Arrhenius’ law:

\[ k = k_o \exp \left[ \frac{E_a}{R} \left( \frac{1}{T_o} - \frac{1}{T} \right) \right] \]  

(3)

where \( k_o \) is the rate constant at temperature \( T_o \), \( E_a \) is the activation energy [6], \( R \)
is the universal gas constant, and \( T \) is the temperature in Kelvin. The rate constant for hydrogen peroxide decomposition (Reaction 30) was calculated separately using an experimentally derived relationship [9]:

\[
k_{30} = 1.9973e - 6e^{-(14800/RT)}
\]

(4)

Table 1 lists the species considered and the number assigned to them. Note that \([H^+]\) and \([OH^-]\) are calculated from the pH and the speciation that is afforded by the chemistry of the coolant [6].

9.2.3 Convection

As in all of the radiolysis models of reactor coolants, convection is considered to be the only mode of transport (i.e., diffusion and electromigration are neglected). In both PWR and BWR primary coolant circuits, single-phase (water) flow is assumed to exist in all regions of the circuit, except in the core channels of a BWR, where boiling produces the steam that carries the energy directly to the turbines. Boiling results in the transfer of volatile species (\(O_2\) and, in particular, \(H_2\)) to the steam, which in turn reduces their presence in the liquid phase. This transfer significantly modifies the radiolysis processes in the liquid, with the result that the coolant becomes more oxidizing in nature, because of the higher rate of loss of \(H_2\) compared with \(O_2\) or \(H_2O_2\). In the case of PWRs, nucleate boiling within the power-producing channels, where the local saturation vapor pressure exceeds the prevailing hydrostatic pressure, has much less effect on the coolant chemistry than does the sustained boiling in the fuel channels of a BWR, because the volatile species are returned to the liquid phase when the bubbles collapse. In nucleate boiling, the steam bubbles that form on the fuel collapse when they detach from the surface. Accordingly, any volatile radiolysis species that transfers to the steam phase is immediately returned to the primary coolant (liquid phase), so the net effect of nucleate boiling on the bulk concentrations is expected to be small, if at all it exists. This situation contrasts with that in a BWR, where a continuous steam phase is formed that leaves the primary coolant. In this case, the irreversible transfer of volatile species (\(H_2, O_2\)) to the steam has an enormous impact on the electrochemistry of the primary circuit.

9.2.4 General Solution of the Equations

The approach used in our work to solve the set of coupled ordinary differential equations (ODEs) for modeling PWR primary coolant circuits makes use of a publicly available subroutine (DVODE), which was developed by Hindmarsh at the Lawrence Livermore National Laboratory in California (www.netlib.gov). This algorithm is designed to solve first-degree, stiff ODE equation sets. Our system of equations is coupled throughout via the concentrations of the 14 species considered. To solve the \(i\)-coupled differential equation (\(i = \) number or species), the DVODE subroutine needs to have the set of equations and the corresponding Jacobians described. The calculation begins by assuming that the coolant is an incompressible fluid (\(\nabla \cdot \vec{v} = 0\)) and that the flow is turbulent (efficient mixing). Accordingly, the flux of each dissolved species is given by

\[
\overrightarrow{N}_i = -Z_i U_i F C_i \nabla \phi - D_i \nabla C_i + C_i \vec{v}
\]

Flux = migration + diffusion + convection
Because of efficient mixing and the absence of an electric field, we may ignore diffusion and migration, respectively, and hence the material balance can be written as

$$\frac{\partial C_i}{\partial t} = -\nabla \cdot \mathbf{N}_i + R_i$$

(6)

(accumulation = net input + production), where \( R_i \) is the rate of production of the species in the fluid due to homogeneous reactions.

The primary coolant circuit of a water-cooled reactor (including BWRs and PWRs) has several loops, including the main coolant loop, a core heat removal system, and a reactor water cleanup system. However, it is convenient, for computational purposes, to differentiate between the main loop, which has a high flow fraction, and the secondary loops, for which the flow fractions are small. The species concentrations and electrochemical potential (ECP) are solved for in the main loop and the values at the entrance to the secondary loop are used as the initial conditions for solving the system of equations for the secondary loops of interest. Mass balance is applied at each point where more than one section comes together.

By adopting the rates of change of species mass from the various sources discussed above, we write the total rate as

$$R_i = \left( \frac{G_i^V}{100N_A} + \frac{G_i^n}{100N_A} + \frac{G_i^a}{100N_A} \right) \bar{F} \rho$$

$$+ \left[ \sum_{s=1}^{N} \sum_{m=1}^{N} k_{sm} C_s C_m - C_i \sum_{s=1}^{N} k_{si} C_s \right]$$

(7)

The equations must be solved iteratively until satisfactory convergence is obtained. Note that, because the mass flow rate \((dm/dt)\) in a single (unbranched) channel is constant at all points, the linear flow rate \(v = (dm/dt)/\rho A\), where \(A\) is the cross-sectional area of the channel.

By solving Eq. (6) numerically, we are able to calculate the concentrations of each species at any point in a reactor heat transport circuit. In the actual numerical simulation, all of the parameters, except the flow velocity, circuit geometry, and temperature can be found in the published literature [6, 9, 13, 14, 34].

Transients during operation, for example, those that result from a sudden increase in power or from a step change in feedwater oxygen level, may be modeled as a series of steady states, with the initial conditions reflecting the progressive changes in the reactor’s operating parameters.

The above approach describes the method used by Urquidi-Macdonald, Pitt and Macdonald [32] in modeling PWR primary coolant circuits, but that employed by Yeh, Motta, and Macdonald [6, 13, 14], Yeh et al. [20–29], and others [11, 12, 15–17] for modeling BWR primary coolant circuits is somewhat different, but yields similar results. The reader is referred to the original literature for details.

### 9.3 Mixed Potential Model and the Electrochemical Corrosion Potential

After the concentration of each radiolysis species is calculated, the corrosion potential of the component can be estimated using a mixed potential model (MPM) [35]. The MPM is based on the physico-electrochemical condition that charge conservation must be fulfilled at the corroding interface. Because electrochemical reactions transfer charge across a metal/solution interface at rates measured by the partial currents, the following
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The charge conservation constraint is expressed by the equation:

\[ \sum_{j=1}^{n} i_{R/O,j}(E) + i_{corr}(E) = 0 \quad (8) \]

where \( i_{R/O,j} \) is the partial current density due to the \( j \)th redox couple in the system and \( i_{corr} \) is the metal oxidation (corrosion) current density. These partial currents depend on the potential drop across the metal/solution interface.

In the current version of the MPM, which was developed for modeling the ECP of Type 304 SS in BWR primary circuits, the steel oxidation current density, \( i_{corr} \), was modeled as an empirical function of voltage, based on the data of Lee (see Ref. 36),

\[ i_{corr} = \frac{e^{(E-E_o)/b_f} - e^{-(E-E_o)/b_f}}{384.62e^{4416/T} + X} \quad (9) \]

where

\[ X = \frac{e^{(E-E_o)/b_f}}{2.61 \times 10^{-3}e^{-4416/T} + 0.523(E-E_o)b_f^x} \quad (10) \]

and

\[ E_o = 0.122 - 1.5286 \times 10^{-3}T \quad (11) \]

In these expressions, \( b_f \) and \( b_l \) are the forward and reverse Tafel constants, respectively, for the metal dissolution reaction, with values of 0.06 V being assumed for both. Actually, they are empirical constants that were assumed a priori in fitting Eq. (9) to the current/voltage data. It is important to note that Eq. (9) applies strictly to Type 304 SS in near neutral solutions [35] and hence that this expression may not be a good empirical model for stainless steels in PWR primary circuits.

More recently, the point defect model (PDM) [37] has been used as the basis for calculating the corrosion current density of the metal substrate.

The PDM yields the passive current density in the form

\[ I_{ss} = \Gamma F \left[ \frac{k_0^0e^{\alpha_2 \gamma}V e^{-\alpha_2 \gamma L_{ss}}}{2} + \frac{k_4^0e^{\alpha_4 \gamma} V e^{\alpha_4 \gamma \cdot pH} + k_7^0 \cdot C_1^0} \right] \quad (12) \]

where the film thickness is given by

\[ L_{ss} = \frac{1 - \alpha}{c} V + \frac{1}{\gamma} \left[ \frac{2.303n}{\alpha_3 \gamma} - \beta \right] \cdot pH \]

\[ + \frac{1}{\alpha_3 \gamma K} \ln \left( \frac{k_0}{k_4} \right) \quad (13) \]

The parameters in these equations are as follows: \( \chi, \alpha, \beta, \) and \( n \) are the oxidation state of the cation in the barrier layer; the polarizability of the film/solution interface (i.e., the dependence of the potential drop across the film/solution interface on the applied voltage); the dependence of the potential drop across the film/solution interface on the pH; and the kinetic order of the film dissolution reaction with respect to hydrogen ion concentration, respectively. Note that, in deriving Eqs (12) and (13), the oxidation state of the cation in the barrier layer \( (\chi) \) is set equal to the oxidation state of the same cation in the solution/outer layer. The standard rate constants, \( k_0 \), and \( \alpha_i \) correspond to the reaction shown in Fig. 4, \( \varepsilon \) is the electric field strength, \( \gamma = F/RT \), and \( K = \varepsilon \gamma \). The three terms on the right side of Eq. (12) arise from the transmission of cation interstitials, the transmission of cation vacancies, and the transmission of oxygen vacancies (or dissolution of the film), respectively. Values for these parameters are readily obtained by optimizing the PDM on
### 9.3 Mixed Potential Model and the Electrochemical Corrosion Potential

#### Metal | Barrier layer | Solution outer layer
--- | --- | ---
(1) $m + V_m^{x_m} \xrightarrow{k_1} M_m + v_m + e^-$ & $M_m \xrightarrow{k_4} M_m^{x_m} (aq) + V_m^{x_m} + (I - \chi)e^-$
(2) $m \xrightarrow{k_2} M_i^{x_i} + v_m + e^-$ & $M_i^{x_i} (aq) + (I - \chi)e^-$
(3) $m \xrightarrow{k_3} M_m + \frac{\chi}{2} V_0^{x_0} + e^-$ & $V_0^{x_0} + H_2O \xrightarrow{k_6} O_2 + 2H^+$

**Fig. 4** Summary of the defect generation and annihilation reactions envisioned at the interfaces of the barrier oxide layer on a metal, according to the PDM [37]. $V_m^{x_m} \equiv$ cation vacancy in the film; $v_m \equiv$ vacancy in the metal substrate; $V_i^{x_i} \equiv$ cation interstitial; $V_0^{x_0} \equiv$ oxygen (anion) vacancy; $M_m^{x_m} (aq) \equiv$ cation in solution; $M_m$ cation in cation site on the metal sublattice; $O_2$ oxide ion in anion site on the oxygen sublattice; and $MO_{x/2}$ stoichiometric barrier layer oxide. Note that Reactions 1, 2, 4, 5, and 6 are lattice conservative processes (they do not result in the movement of the interface), whereas Reaction 3 and 7 are nonconservative.

Electrochemical impedance spectroscopic (EIS) data [38]. Because electrochemical kinetic data are available only for the hydrogen electrode reaction (HER, $H_2/H^+$), the oxygen electrode reaction (OER, $O_2/H_2O$), and the hydrogen peroxide electrode reaction (HPER, $H_2O_2/H_2O$), only $H_2$, $O_2$, and $H_2O_2$ are considered as the redox species in the MPM. The redox reactions of interest are therefore written as follows [35]:

\[
\begin{align*}
H^+ + e^- & \longrightarrow \frac{1}{2}H_2 & \text{(14)} \\
H_2O + e^- & \longrightarrow \frac{1}{2}H_2 + OH^- & \text{(14)} \\
O_2 + 4H^+ + 4e^- & \longrightarrow 2H_2O & \text{(15)} \\
O_2 + 2H_2O + 4e^- & \longrightarrow 4OH^- & \text{(15)} \\
H_2O_2 + 2H^+ + 2e^- & \longrightarrow 2H_2O & \text{(16)} \\
H_2O_2 + 2e^- & \longrightarrow 2HO^- & \text{(16)}
\end{align*}
\]

Depending upon the pH. For pH values of less than about 4, the acid forms of the reactions prevail (left side), while at higher pH values the base forms predominate. The exact form of the reaction has an important impact on the MPM, because it determines the reaction order with respect to the concentration of hydrogen ion in the expression for the exchange current density [17].

The current density ($i_{R/O}$) for a redox couple (e.g., $O_2/H_2O$, $H^+/H_2$, $H_2O_2/H_2O$)

\[
R \rightleftharpoons O + ne
\]

(17)

(where $R$ is the reduced species and $O$ is the oxidized species) can be expressed in terms of a generalized Butler–Volmer equation as

\[
i_{R/O} = \frac{1}{i_{0,R/O}} + \frac{1}{i_{1,f}} + \frac{1}{i_{1,r}} \left( e^{(E-E_{R/O}^*)/b_1} - e^{-(E-E_{R/O}^*)/b_1} \right)
\]

(18)
where \( i_{0,R/O} \) is the exchange current density, \( i_{lf} \) and \( i_{lr} \) are the mass-transfer limited currents for the forward and reverse directions of the redox reaction, respectively, and \( b_a \) and \( b_c \) are the anodic and cathodic Tafel constants. \( E^e_{R/O} \) is the equilibrium potential for this reaction, as computed from the Nernst equation:

\[
E^e_{O/R} = E^0_{O/R} - \frac{2.303RT}{nF} \log \left( \frac{a_R}{a_O} \right)
\]

where \( a_R \) and \( a_O \) are the thermodynamic activities of \( R \) and \( O \), respectively, and \( E^0_{O/R} \) is the standard potential. Limiting currents are calculated using the equation:

\[
i_{l,R/O} = \pm 0.0165nFD C_{O/R}^{0.86}Re^{0.29}Sc^{0.33}/d
\]

where the sign depends on whether the reaction is in the forward (+) or reverse (−) direction, \( F \) is Faraday’s number, \( D \) is the diffusivity of the redox species, \( C_{O/R} \) is the bulk concentration of \( O \) or \( R \), as appropriate, \( Re \) is the Reynolds number (\( Re = Vd/\eta \)), \( Sc \) is the Schmidt number (\( Sc = \eta/D \)), \( d \) is the channel diameter, \( V \) is the flow velocity, and \( \eta \) is the kinematic viscosity.

An important point that needs to be emphasized again is that the maximum contribution that any given radiolytic species can make to the ECP is roughly proportional to its concentration. Thus, in BWR simulations, the concentrations of \( H_2, O_2, \) and \( H_2O_2 \) are calculated to be orders of magnitude greater than those of any other radiolytic species and hence only these three need be considered. In the case of PWR primary HTCs, our previous modeling [26] suggests that equated electrons, \( H \) atoms, and \( OH \) radicals may be significant species in regions of very high energy dose rate (e.g., near the fuel). However, no electrochemical kinetic data exist for these reactions and hence they cannot be incorporated at present.

The accuracy of the MPM has been evaluated by comparing calculated ECP values for Type 304 SS against measured BWR plant data. While modeling of the ECP in BWR primary coolant circuits will be discussed at length later in this chapter, a brief discussion of some of the data is appropriate at this point. Thus, the most comprehensive comparison is probably that which employed data obtained during a hydrogen water chemistry (HWC) mini-test at the Leibstadt BWR in Switzerland. The reactor water chemistry modeling and the prediction of the ECP was carried out in a “double-blind” manner (to the plant \([O2], [H2], \) or ECP data prior to submission of our calculations and the contractor did not have access to our calculations while performing the mini-test) [19]. We were, of course, provided with the flow velocity, hydrodynamic diameter, and temperature data for the test system. The calculated and measured (plant) ECP data for this case are summarized in Fig. 5. Excellent agreement is obtained in systems to which hydrogen had been added, with the measured and calculated ECP values agreeing within the combined uncertainty levels. In the normal water chemistry case (\([H2] = 0\)), the measured ECP is significantly higher than the calculated value. This is almost certainly due to the presence of hydrogen peroxide in the coolant, which was not measured by the personnel conducting the HWC mini-test. Accordingly, we were unable to input a value for \([H2O2] \) into the MPM. However, if we use the calculated values for \([H2], [O2], \) and \([H2O2] \) obtained from RADIOCHEM [9], excellent agreement is obtained.
At this point, it is of interest to explore the impact that oxygen and hydrogen peroxide will have on the ECP under typical PWR primary circuit conditions. This is done in Fig. 6 for the system parameter values as summarized in the caption. In the case of both oxygen and hydrogen peroxide, the ECP is predicted to be displaced in the positive direction for \([O_2]\) or \([H_2O_2]\) greater than 0.001 mg kg\(^{-1}\) (1 ppb). Below this concentration, the ECP is dominated by the HER. At high oxidant concentrations (>0.1 mg kg\(^{-1}\)), the stronger oxidizing power of H\(_2\)O\(_2\) becomes evident, in that the ECP is progressively displaced to more positive values.
values compared with that for oxygen as the oxidant concentration is increased. The critical oxidant concentration of 1 µg kg\(^{-1}\) (1 ppb) at which the ECP is displaced from the hydrogen electrode behavior is in good semiquantitative agreement with experimental data obtained from laboratory studies by Bertuch et al. [39].

Finally, we note that, at least for BWR coolant conditions, and possibly for PWR primary conditions, also, when the ECP is not “clamped” by the HER, the corrosion potential is a sensitive function of the hydrodynamic conditions in the channel. This sensitivity to flow arises because the hydrodynamic conditions control the rate of mass transport of the redox species to the metal surface. This is an extremely important issue when comparing the calculated ECP with laboratory and plant data, because the measurements are seldom carried out in a channel that is well-characterized hydrodynamically. Indeed, a well-characterized channel should be a prerequisite for performing measurements of this type.

9.4 Stress Corrosion Cracking

The primary motivation for predicting the electrochemical properties of the coolant circuits of water-cooled nuclear power reactors has been that of explaining and predicting tenacious operating problems that include SCC and CF, mass transport of corrosion products and subsequent fouling of heat transfer surfaces, activity transport due to the movement of neutron-activated radionuclides from the core to out-of-core surfaces that are not shielded, and, in the case of PWRs, the axial offset anomaly (AOA). This latter phenomenon results from the deposition of boron compounds (e.g., LiBO\(_2\)) in CRUD on the fuel surfaces, which absorb neutrons, and leads to uncontrolled and unplanned reductions in reactor power. The resulting \(\gamma\) photon fields from the transport and deposition of neutron-activated products exact a high man-REM cost on the plant operators, thereby requiring expensive shielding and/or personnel replacement. Space does not permit a discussion of all of these topics here, so the discussion will be restricted to IGSCC under BWR environmental conditions. It is fair to say that the theory for SCC is much better developed in the case of BWRs than in the case of PWRs, no doubt reflecting the more urgent nature of cracking in the former than in the latter.

IGSCC of heat-affected zones (HAZs) adjacent to welds in Type 304 SS components in the primary circuits of BWRs have plagued the industry for more than 30 years. The cracks first appeared in the 1970s in small-diameter pipes in the recirculation system, but eventually spread to the main recirculating piping, thereby raising concern of a possible loss of coolant accident (LOCA). Cracking eventually spread to in-vessel components, including the inner surface of the shroud, jet pump hold-down beams, and control rod guide tubes, for example. The cause of cracking is a combination of having a susceptible (sensitized) microstructure and a corrosive environment, coupled with a tensile stress. Thermal sensitization results from the reaction of carbon and chromium to precipitate chromium carbides (e.g., Cr\(_{23}C_7\)) on the grain boundaries as the temperature falls through the 800–500 °C temperature range in a region of material close to the weld fusion line. The precipitation of the carbides results in the formation of a chromium-depleted zone, within which the chromium concentration
has fallen below the 12% that is necessary to maintain the steel “stainless.” Thus, the grain boundaries become susceptible to stress-assisted corrosion, accounting for the intergranular morphology of the fracture. There is no question that cracking was exacerbated by the choice of Type 304 SS, which has carbon levels of the order of 0.08%, rather than of the low carbon grade, Type 304L SS (<0.02% C), but the mechanical properties of the latter were insufficient to meet the design codes. Furthermore, the susceptibility of the high carbon grade to IGSCC in high-temperature water was, perhaps, not fully appreciated. However, it is informative to note that, in the 1960s, the Germans chose the Nb-stabilized grade, Type 347 SS, for fabricating the heat transport system piping of their internal-pump BWRs, because of its greater resistance to sensitization and hence to IGSCC.

Given the seriousness of IGSCC in BWR primary coolant systems, it is not surprising that various models have been developed for describing this phenomenon, including PLEDGE by Andresen and Ford [40], the coupled environment fracture model (CEFM) of Macdonald and coworkers [41–46], the finite element model (FEM) of Gavrilov, M. Vankeerbergen, G. Nelissen and J. Deconinck [47], and the mechanical model of Peng, Kwon and Shoji [48], to name a few. It is important to note that the experimental evidence clearly shows that IGSCC in sensitized Type 304 SS under BWR environmental condition is primarily an electrochemical phenomenon and any model that does not recognize this fact cannot succeed in describing the known, strong dependencies of the CGR on the various “electrochemical” independent variables, including the ECP, environment conductivity, pH, and flow velocity, and for the weak dependence on stress intensity in the Stage II region of the CGR versus $K_I$ correlation. These observations essentially rule out Peng et al.’s [48] treatment as being viable. Likewise, PLEDGE [39] is essentially empirical in nature and, while it is capable of predicting CGR within the field of calibration, empirical models are generally poor at predicting the dependent variable beyond this field [27]. Both the CEFM and FEM are “deterministic” models, in that they are based upon sound physical crack advance mechanisms and the predictions are constrained by the natural laws, in this case the conservation of mass and charge. These constraints ensure that the solution to the problem is that which is consistent with our integrated scientific experience. The principal difference between the CEFM and the FEM is that the CEFM (at least later versions [46]) provides an analytical solution to the problem of calculating the CGR, which is fast in its execution, whereas generally the FEM must employ a fine mesh in order to capture the details of the crack geometry and the exterior surfaces, and hence is much slower. In the prediction of accumulated damage over a defined corrosion evolutionary path (CEP) of the reactor, the CGR algorithm might be called thousands of times, so execution speed is a matter of prime importance. It is partly for this reason that the analytical (but approximate) version of the CEFM developed by Engelhardt, Macdonald, and Urquidi-Macdonald [46] for describing and predicting IGSCC in sensitized Type 304 SS in high-temperature aqueous solutions.

As noted above, the CEFM was developed to accurately predict the accumulation of SCC damage during the start-up and shutdown of BWRs, when the chemical and electrochemical conditions within the coolant change sharply with time. In
developing one version of the model [45], it was also necessary to introduce temperature dependence into the crack-tip strain rate, in the form of the Arrhenius equation. The resulting algorithm accurately predicts CGR in sensitized Type 304 SS over a wide temperature range (50–300 °C).

The CEFM is based upon the differential aeration hypothesis (DAH) for localized corrosion that was first enunciated by U. R. Evans at Cambridge University in the 1920s. The DAH postulates that there exists a spatial separation between the local anode, which is located in that region of the system that has the least access to the cathodic depolarizer (e.g., O₂), and the local cathode, which forms at the location that has the greatest access to the cathodic depolarizer, with the proviso that both regions must be in electronic and electrolytic communication (Fig. 7). This arrangement results in the flow of positive current in the electrolyte phase from the crack to the external surface and a corresponding net electron current flowing from the crack tip to the external surface through the metal. This electron current on the metal side of the interface annihilates an equal positive current on the solution side of the interface via a charge-transfer reaction (e.g., the reduction of oxygen).

Measured CGR data for Type 304 SS in dilute sulfuric acid solutions at various temperatures show a maximum in the CGR versus temperature at around 175 °C. Previously, this temperature-dependent CGR behavior has been modeled using the CEFM without a temperature-dependent crack-tip strain rate, with any temperature dependence being attributed to the electrochemical reactions that occur on the external surface and at the crack tip and to the transport properties of ions in the crack-internal and external environments.

Fig. 7 Coupling of crack-internal and crack-external environments. Note that in the steady state, the crack can grow only as fast as the positive current flowing from the crack can be consumed on the external surfaces by oxygen reduction.
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The version of the CEFM developed by Vankeerbergen and Macdonald [45] assumed dilute sulfuric acid solution as the reaction medium, because this is the medium for which experimental CGR versus temperature data are available from the work of Andresen [49]. Four ionic species are present in dilute sulfuric acid solution, to a significant extent: the hydrogen ion \( H^+ \), the hydroxyl anion \( OH^- \), the bisulfate anion \( HSO_4^- \) and the sulfate anion \( SO_4^{2-} \). The bulk concentrations of these species are readily calculated as a function of temperature by using a speciation model, thereby yielding the conductivity of the solution. Parenthetically, it is assumed that the first dissociation of sulfuric acid \( \text{H}_2\text{SO}_4 \leftrightarrow \text{H}^+ + \text{HSO}_4^- \) is complete and that the concentrations of the species may be calculated to sufficient accuracy using the dilute solution theory. Details of the calculation can be found in Ref. 45.

Furthermore, the electrode ("corrosion") potential, \( E_{\text{corr}} \), at a sufficiently large distance away from the crack mouth such that the crack has no impact on its value, is calculated using the MPM [35] described above. Here, for Type 304 SS in a dilute sulfuric acid solution, only oxygen reduction and metal dissolution are considered as the partial electrode reactions, although previous modeling work has also included hydrogen evolution. Calculation of \( E_{\text{corr}} \) is the first step in the CEFM algorithm.

The potential and current density in the external environment is modeled by applying charge conservation and Ohm’s law to yield Laplace’s equation

\[
\nabla^2 \phi = 0 \quad \text{and} \quad i = -\sigma \nabla \phi \quad (21)
\]

where \( \phi \) is the electrostatic potential in the solution, \( i \) is the current density, and \( \sigma \) is the conductivity (Fig. 7). The boundary conditions are the mixed potential at an effectively infinite distance away from the crack mouth, \( E_{\text{corr}} \), and the potential at the crack mouth, \( E_{\text{mouth}} \). A constant, but temperature-dependent, conductivity, \( \sigma \), is assumed, owing to the four ionic species in the solution \( \{H^+, \text{OH}^-, \text{HSO}_4^-, \text{SO}_4^{2-}\} \). By solving Laplace’s equation in the external environment (given \( E_{\text{corr}}, E_{\text{mouth}}, \) and \( \sigma \)), the ‘external’ current at the crack mouth, \( I_{\text{ext}} \), is obtained.

Inside the crack (Fig. 10), the transport of various ions, \( i \), is modeled using the Nernst–Planck equation

\[
ji = -\frac{F}{RT} z_i D_i C_i \nabla \phi - D_i \nabla C_i \quad (22)
\]

where \( ji \) is the flux associated with charged species \( i \), \( R \) is the universal gas constant, \( F \) is Faraday’s constant, \( T \) is the Kelvin temperature, \( D_i \) is the diffusion coefficient, \( z_i \) is the charge, and \( C_i \) is the concentration. In previous versions of the CEFM [41–44], the diffusion-migration equations are simplified by neglecting crack wall currents and assuming a linear potential profile down the crack, as dictated by the solution to Laplace’s equation in one dimension. Agreement between experimental and modeling results shows that ignoring crack wall currents is not critical (see later).

It is assumed that the slip dissolution mechanism [40] adequately describes the crack-tip process. The controlling variables are the stress intensity factor (from mechanical loading) and the crack-tip electrode potential (from electrochemical loading). The crack-tip repassivation process is important, because the kinetics of repassivation determine the fraction of the crack-tip area that remains "bare" over a slip-dissolution-repassivation cycle. The temperature dependence of the crack-tip process is brought into play through a temperature-dependent crack-tip strain.
rate. An Arrhenius temperature dependence is assumed

\[
\dot{\varepsilon}(T) = \dot{\varepsilon}(288^\circ C) \exp \left\{ -\frac{Q}{R} \left( \frac{1}{T} - \frac{1}{561.15} \right) \right\} 
\]

(23)

where \( \dot{\varepsilon}(T) \) and \( \dot{\varepsilon}(288^\circ C, 561.15K) \) are the crack-tip strain rate at temperature \( T \) and 288 \(^\circ\)C, respectively, and \( Q \) is the thermal activation energy for the crack-tip strain rate.

In this numerical version of the CEFM, a potential \( E_{\text{mouth}} \) is assumed at the crack mouth, the boundary between the crack-internal and the crack-external environments, and this potential is then iterated until the external current (\( I_{\text{ext}} \), obtained via solving Laplace’s equation) and the internal current (\( I_{\text{int}} \), obtained via solving the Nernst–Planck equations) match for the prevailing \( E_{\text{corr}} \) (Fig. 8), that is, until \( I_{\text{int}} = I_{\text{ext}} \). This is the practical implementation of the CEFM statement that the governing system equation is charge conservation,

\[
i_{\text{crack}} \cdot A_{\text{crackmouth}} + \int_S i_{\text{NC}}^N ds = 0 \quad (24)
\]

where \( i_{\text{crack}} \) is the net (positive) current density exiting the crack mouth, \( A_{\text{crackmouth}} \) is the area of the crack mouth, \( i_{\text{NC}}^N \) is the net (cathodic) current density due to charge-transfer reactions on the external surface, and \( ds \) is an increment in the external surface area. The subscript “\( S \)” on the integral indicates that the integration is to be performed over the entire external surface. Iteration on the crack mouth potential is necessary, rather than on the corrosion potential (ECP) as suggested elsewhere [50], because the point at which the corrosion potential is established is sufficiently remote from the crack so that no impact of the crack is evident and because the ECP is fixed for fixed external conditions.

To solve the simplified Nernst–Planck equations in the internal crack environment, it is common practice in the numerical version of the CEFM to assume an electrode potential \( E_{\text{tip}} \) at the crack tip and to iterate on this potential until electroneutrality is observed at that location (Fig. 9):

\[
\sum_i z_i C_i = 0 \quad (25)
\]

where \( z_i \) is the charge and \( C_i \) the concentration of species \( i \). The choice of the crack-tip location for this iteration is somewhat arbitrary and one might argue that the iteration should be performed at all locations along the crack. However, the latter strategy would require significantly greater computation time and hence would

---

Fig. 8 Charge conservation – iteration on the mouth potential, \( E_{\text{mouth}} \).
negate the principal attribute of the CEFM: it is fast (although not nearly as fast as the approximate analytical model [46]).

It is well known that, in the fracture of sensitized stainless steels and nickel alloys in oxidizing aqueous media, the CGR becomes independent of potential at sufficiently negative ECP values [40, 43] and that the fracture morphology changes from intergranular brittle fracture to ductile failure. The ductile fracture surfaces frequently yield evidence of microvoid coalescence, with ductile tearing of the matrix between the voids. These voids appear to nucleate at intergranular precipitates, such as carbides (e.g., Cr_{23}C_{7}) on the grain boundaries, but nucleation at intragranular precipitates is also observed. Thus, in the CEFM, which was developed originally to describe IGSCC in sensitized stainless steels, it seemed appropriate to describe crack growth at the “creep” limit in terms of a cavitation model. A modified version of the cavitation model developed by Wilkinson and Vitek [51] was used to estimate CGR at sufficiently negative potentials, where environmental effects are not evident.

The treatment of creep crack growth via cavity nucleation and linkage assumes that the crack advances through a series of microfracture events at the crack front [38]. Assuming that the dimension of such an event is \( c \), the CGR is derived (in one dimension) as

\[
\frac{da}{dr} = fc
\]

(26)

where \( f \) is the microfracture event frequency [51, 52].

Parameter values used in this model are given in the original Refs 45, together with the sources from which they were taken. For \( K_f = 27.5 \) Mpa.m^{1/2}, the CGR in Type 304 SS at 288 °C was estimated to be \( 1.67 \times 10^{-10} \text{ cm s}^{-1} \), which was in good agreement with the observed, potential-independent CGR for ECP values more negative than \( \sim -0.3 \text{ V}_{\text{SHE}} \) [40, 43]. An accurate estimate of the creep CGR is particularly important, because it defines the lower limit to the rate of crack advance and is instrumental in defining the critical potential, \( E_{\text{IGSCC}} \) (potential at which the stress corrosion CGR is observed to exceed the creep rate).

The theoretically estimated and experimentally determined CGRs agree well over a considerable temperature range after calibration at one temperature and specification of an appropriate activation energy for the crack-tip strain rate (Fig. 10). The numerical solution employed in the version of the CEFM described here yields very reasonable results for the environmentally assisted and creep fracture of sensitized...
Type 304 SS, and has yet to yield a prediction of CGR that is at odds with experiment (i.e., lies outside of the experimental error range). The calibration factor appears to take care of a number of simplifying assumptions in the numerical CEFM (e.g., inert crack walls and linear potential drop down the crack) and compensates for some less quantified effects (e.g., parameters associated with the crack-tip process). Nevertheless, it is only necessary to calibrate the model with a single CGR at specified conditions and to choose an appropriate activation energy for the crack-tip strain rate (this is actually equivalent to calibrating the model with CGR data at two temperatures). As noted above, an approximate analytical solution to the environmentally assisted cracking (EAC) problem has
been published [46] and a finite element algorithm, which captures great detail of the crack propagation process, has also been described [47]. The latter approach, in principle, enables more complex geometries to be considered by moving the approach into a more efficient numerical computational framework, albeit at a considerable cost of computational time compared with the analytical solution.

One of the persistent issues that is raised, in debates on the basis of the CEFM, concerns the role of the external environment in determining the CGR. If the DAH is accepted as the basis for localized corrosion, including SCC, then the importance of the external environment is unequivocal. That the external environment is intimately involved has been demonstrated experimentally by detecting and measuring the coupling current that flows from the crack to the external surfaces where it is consumed by oxygen reduction [41]. If the cathodic processes were confined to the crack, the measured coupling current would be zero, which would be at odds with experiment [52]. Thus, the conservation of charge requires consideration of the external environment in any deterministic description of crack growth. Indeed, the event that alerted the author to the essential role played by the external surfaces was a failed SCC experiment at the Ohio State University, while he was Director of the Fontana Corrosion Center from 1979 to 1984. In the experiment, a round tensile specimen of sensitized Type 304 SS was being strained to failure under constant extension rate conditions in a dilute, oxygenated NaCl solution at 250 °C in an autoclave contained within a once-through flow loop. A crack had nucleated on the gauge section of the specimen, and the load had begun to fall, even though the strain continued to increase at a constant rate. While the load was falling, the pressure release valve failed and fluid was lost from the loop (overnight). The crack was found to have stopped growing, as witnessed by the increase in load. Qualitative estimates indicated that the cessation of crack growth occurred when the liquid level dropped below the level of the crack. Note that the steam pressure was such that capillary condensation should have maintained an environment within the crack. Since this early observation, the importance of the coupling between the internal and external environments has been confirmed by other experiments, particularly those of Manahan et al. [52], and Zhou and coworkers [53].

The role of the external environment is demonstrated by the calculated polarization data plotted in Fig. 11 [45]. Thus, it is seen that at low temperatures (e.g., 50 °C) significant polarization is predicted to occur in the external environment (170 mV). As the temperature increases, the polarization in the external environment is predicted to decrease, but, nevertheless remains significant at temperatures up to 250 °C. Even at higher temperatures, where the external polarization has been decreased to small values, owing to increased conductivity of the external environment and increased rate of oxygen reduction on the external surfaces, the external environment must still be considered, because of the need for charge conservation. The temptation has been to assume that, in this case, the potential in the solution at the crack mouth can be equated to \(-E_{corr}\), and hence to eliminate the need to consider the external environment all together. However, this would be to assume that no potential gradient exists in the external environment, in which case no coupling current should be detected, again at odds with experiment [52].
Finally, it is interesting to note that the decrease in the polarization in the external environment is predicted to be at the expense of an increase in the potential drop down the crack.

As noted elsewhere [43], the CEFM predicts that the CGR for given values of stress intensity, ECP, conductivity, and so on, depends upon the crack length. This prediction is consistent with available experimental data. Actually, in discussing this topic, it is necessary to differentiate between the mechanical crack length (MCL), which is traditionally referred to as the *crack length* in fractures studies, and the "electrochemical crack length" (ECL), as noted previously [54]. The ECL is defined as the path of least resistance through the solution from the crack front, where the coupling current is generated, to the external surface, where the current is consumed. For a CT specimen, the MCL corresponds physically to the distance between the load line (for example) and the crack tip, and this distance increases as the crack grows through the specimen. On the other hand, because of the through thickness nature of a crack in a CT specimen, the ECL is constant and is essentially independent of the MCL. Furthermore, a CT geometry yields a distribution in ECL depending upon where the current originates from at the crack front. This dependence is such that the CGR is highest at the crack edges (smallest ECL), but is lowest for the coupling current, which originates from the crack front in the center of the specimen (largest ECL) by virtue of the dependence of CGR on the ECL [54]. This phenomenon is responsible for the generation of convex crack fronts, when the crack grows by SCC, in contrast to the concave crack front obtained for creep crack growth [55]. An example of an extreme case of this phenomenon is shown in Fig. 12 [55], where it is evident that the crack propagated from the original fatigue...
crack along the side grooves, primarily because of the shorter ECL. Thus, while CT specimens are suitable for mechanical testing, their use for electrochemical SCC studies is questionable, a point that has been made previously [54, 55].

Calculated CGR versus ECP correlations for ECLs ranging from 0.1 to 50 cm and for a stress intensity factor of 27 MPa.m$^{1/2}$ and for the other, constant conditions, as stated in the figure, are shown in Fig. 13. In the low potential limit, no ECP dependence of the CGR is noted, because crack extension occurs only because of creep. At higher potentials, environmental effects become dominant such that, at sufficiently high potentials, the CGR increases in a roughly exponential manner with ECP. Note that the ECL is predicted to have a marked impact on the CGR: roughly 2 orders in magnitude for the ECL increasing from 0.1 to 50 cm. The practical importance of the dependence of CGR on the ECL has been previously stressed [54], in that it has a marked impact on the accumulated damage due to SCC.

Determination of the exact critical coupling current is best performed by plotting the coupling current versus CGR, as shown in Fig. 14. At the higher CGRs, the reader will see that the coupling current is of the order of 1–100 µA, which is consistent with experiment [52], noting that the value of the coupling current is sensitive...
to the electrocatalytic properties of the external surfaces (i.e., rate of reduction of oxygen). Interestingly, the form of the coupling current versus CGR relationship is independent of ECL: increasing ECL simply shifts the point for any given \([\text{O}_2]\) or ECP down the curve. This indicates that the critical coupling current is uniquely related to the CGR and, indeed, has been previously interpreted as being that
coupling current at which crack extension due to slip/dissolution/repassivation "out-runs" that due to creep. In any event, Fig. 14 indicates that, for the conditions under consideration, the critical coupling current, as determined from the point of intersection of the extrapolated creep rate (lower left portion of the curve) and the extrapolated SCC rate (upper right portion of the curve), is about 3 nA for the particular specimen geometry considered.

The critical potential may now be determined by plotting the coupling current versus the corrosion potential, as shown in Fig. 15. The horizontal line, which represents the critical coupling current (3 nA), intersects the coupling current versus ECP correlations at potentials ranging from $-0.40 \, \text{V}_{\text{SHE}}$ for an ECL of 0.1 to $-0.15 \, \text{V}_{\text{SHE}}$ for an ECL of 50 cm. The origin of the dependence of CGR on ECL is that, as the ECL increases, the potential drop down the crack increases correspondingly, and hence less potential drop is available in the external environment to drive the oxygen reduction reaction. Because the crack cannot grow any faster than the oxygen reduction reaction can consume the coupling current, the coupling current must decrease (see Fig. 15) and, hence, so must the CGR. If the oxygen reduction reaction on the external surface is catalyzed (e.g., by deposition an electrocatalyst, such as Pt), the coupling current is increased, as observed experimentally [52], and so must be the CGR, except if the ECP is reduced, for any reason.

An important finding of this previous work [54] is that the critical potential for IGSCC is predicted to depend upon the ECL. Thus, with reference to Fig. 15, it is evident that $E_{\text{IGSCC}}$ increases (becomes more positive) as the ECL increases, changing from $-0.40 \, \text{V}_{\text{SHE}}$ to $-0.15 \, \text{V}_{\text{SHE}}$ as the ECL increases from

![Fig. 15](image-url)
The importance of this prediction is that it suggests a mechanism by which cracks will cease to propagate after a certain ECL is attained. Again with reference to Fig. 15, we note that if the corrosion potential of a component was $-0.20 \text{V}_{\text{SHE}}$, SCC (EAC) should cease after an ECL of 3.0 cm is attained, because at that ECL the critical potential becomes more positive than the corrosion potential [54]. The reader will note that the predicted critical potential for IGSCC for the shortest ECL considered (0.1 cm), $-0.40 \text{V}_{\text{SHE}}$, is significantly more negative than the often-quoted value of $-0.23 \text{V}_{\text{SHE}}$ for BWR coolant conditions [3]. Notwithstanding that the ECL corresponding to the BWR
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**Fig. 16** IGSCC crack growth rate versus corrosion potential (ECP) for sensitized Type 304 SS in high-temperature water as a function of solution conductivity ($\kappa_{25}$) for given values for the degree of sensitization (15 C cm$^{-2}$) and stress intensity (27.5 MPa m$^{1/2}$). The experimental data were measured for ambient temperature conductivities, $\kappa_{25}$, ranging from 0.1 to 0.3 $\mu$S cm$^{-1}$. The citations given in the figure are those presented in Ref. 43.
case is unknown, the critical potential was determined from constant extension rate tests (CERTs) at a finite extension rate, the conductivity for the case calculated is significantly higher than is a BWR coolant, and the critical potential is known to shift in the negative direction with increasing ionic strength of the solution [56], the fact that the calculated critical potential is 170 mV more negative than for the BWR case for the same temperature is not surprising.

That a critical potential for IGSCC exists is clearly shown in Fig. 16, which compiles experimental CGR versus ECP data taken from a variety of sources together with values calculated using the original CEFM [43] using different crack-tip strain rate models due to Andresen and Ford [40] and Congelton [57]. The model due to Andresen and Ford is essentially empirical and yields a crack-tip strain rate that increases with the fourth power of the stress intensity factor. A satisfactory mechanistic explanation for this dependence has never been advanced, to the knowledge of the author. On the other hand, the crack-tip strain rate model of Congelton is based on linear elastic fracture mechanics (LEFM) and hence is well founded in physical theory. In any event, the calculated correlations shown in Fig. 16 were generated by the CEFM using both crack-tip strain rate models after calibration of the model on a single CGR versus ECP, conductivity, stress intensity, degree of sensitization (DOS), and temperature datum, as indicated in the figure. The creep CGR at very negative potentials corresponds to that calculated from the Wilkinson and Vitek model [51], as described above. At high potentials, the CGR is found and predicted to increase almost exponentially with potential; it is in this region that electrochemical effects dominate. The critical potential corresponds to the condition where the creep CGR equals the electrochemical CGR, with this condition occurring over the potential range of $-0.2$ to $-0.4$ V$_{SHE}$, which is in excellent agreement with the theoretically estimated values shown in Fig. 16.

9.5 Electrochemistry of Boiling Water Reactors

As noted above, the increasing incidence of IGSCC in sensitized stainless steel components in BWR HTCs has led to the development of radiolysis models for calculating the concentrations of electroactive species, such as $\text{H}_2$, $\text{O}_2$, and $\text{H}_2\text{O}_2$, as a function of the reactor operating parameters and the concentration of hydrogen added to the feedwater [6–30]. Because these species are electroactive, they are instrumental in establishing the ECPs of components within the HTC [6, 9, 13, 14, 20–30]. Extensive work in many laboratories worldwide has established that sensitized Type 304 SS becomes increasingly susceptible to IGSCC in high-temperature aqueous solutions as the ECP is increased above a critical value [10].

A cut-away schematic of a BWR equipped with external coolant pumps is shown in Fig. 17. The recirculation system comprises the external piping, pumps, and valves located at the lower region of the vessel. The penetrations through the bottom of the vessel that contain the control rod drive mechanisms that are vital for controlling the reactivity of the core are not shown in Fig. 17. Of particular importance, as far as the integrity of the reactor is concerned, is the control rod drive tubes and related mechanisms, because they are in contact with the coolant and
Fig. 17 Cut-away schematic of a BWR vessel and associated piping system for a BWR equipped with external coolant pumps. The underlined labels are indicating regions of IGSCC. The control rod drive mechanisms and penetrations that are located at the bottom of the vessel are not shown.

hence are susceptible to SCC. However, as indicated in Fig. 17, cracking has occurred in a variety of vessel internals, including the control rod drive tubes, so there is nothing peculiar about that particular location. For example, almost complete, circumferential cracking of the core shroud adjacent to a weld in the upper regions was detected in one BWR in the United States. In this particular case, the question begged is, How (or) did the crack grow so rapidly to almost completely sever the shroud? Given that the shroud is about 1800 cm in circumference, and noting that the ECP
at the inner surface of the shroud is of the order of 0.3 V_{\text{SHE}}, the CGR should be about $10^{-7}$ cm s$^{-1}$ (Fig. 10). Thus, the time over which the crack must have grown is $1.8 \times 10^{10}$ seconds or 571 years! Clearly, the damage was not caused by a single crack. The most likely scenario is that multiple cracks nucleated on the inside of the shroud and coalesced to form a single crack. If this is so, then the cracks must have nucleated in similar times, in order not to have left multiple ligaments, and hence the nucleation process must have been deterministic, rather than stochastic, in nature.

The primary coolant circuit of a BWR equipped with external recirculation pumps is shown schematically in Fig. 18. This design, which is typical of late model BWRs supplied by the General Electric Company, has a history of IGSCC in sensitized, HAZs adjacent to welds, as discussed above, and that, as time passed from when cracking was first detected in the early 1970s, cracking has progressively spread from the small-diameter pipes in the recirculation system to larger diameter pipes in the same system and eventually to in-vessel components, where safety issues become of paramount importance. In a BWR, the primary coolant circuit contains liquid water in all sections, except in the fuel channels, where boiling is initiated, and in the upper plenum, where the steam is separated from the water, with the former being dried and transferred to the turbines and the latter being mixed with feedwater in the mixing plenum and returned to the primary circuit. Without any doubt, a primary cause was the use of Type 304 SS, which is easily sensitized upon welding and hence is susceptible to IGSCC under BWR coolant conditions. Tacit recognition that IGSCC might be a problem is evidenced by the fact that the stabilized grade, Type 347 SS, was specified for use in BWRs in Germany as early as the 1960s. Type 347 SS contains a small amount of niobium to preferentially react with carbon and hence to reduce the

![Fig. 18 Schematic of the primary coolant circuit of a BWR having external pumps. The regions are identified as follows: (1) core channels, (2) core bypass, (3) upper plenum, (4) mixing plenum, (5) upper downcomer, (6) lower downcomer, (7) recirculation system, (8) jet pump, (9) bottom of lower plenum, (10) top of lower plenum.](image-url)
activity of free carbon in the matrix, to the point that the formation of chromium carbides (e.g., Cr$_{23}$C$_7$) is greatly inhibited or does not occur at all. It is the formation of chromium carbides on the grain boundaries within the HAZs that result in chromium depletion adjacent to the boundaries and hence renders them susceptible to intergranular attack (including IGSCC). However, both laboratory work and field observation have demonstrated that, given the presence of susceptible microstructure and tensile loads, the value of the ECP, and hence the electrochemistry of the coolant, is paramount in determining the occurrence of IGSCC.

In modeling the thermal hydraulics of a BWR, the flow scheme shown schematically in Fig. 19 is commonly invoked. This diagram indicates three bifurcations...
in the flow: at the bottom of the core into the fuel channels (boiling, 90%) and into the core bypass (nonboiling, 10%); in the upper plenum with the separation of steam (15%) from the water that is transferred to the mixing plenum (85%); and in the upper downcomer, where part of the flow is directed through the recirculation system (30%) with the balance being sucked into the jet pumps and injected into the bottom of the lower plenum (70%), with the percentages in parentheses being approximate values. The steam, after passing through the turbines, is condensed and returned to the core as feedwater. Radiolysis occurs only within the core, core bypass, and in the downcomer with the most intense radiolysis taking place in the fuel channels and much less occurring in the bypass and downcomer, because of the lower dose rates of $\gamma$ photons and neutrons. Typical dose rates in the fuel channels are $8 \times 10^4$ rad s$^{-1}$ ($5 \times 10^{18}$ eV cm$^{-2}$ s$^{-1}$) and $4 \times 10^5$ rad s$^{-1}$ ($2.5 \times 10^{19}$ eV cm$^{-3}$ s$^{-1}$), respectively. These dose rates are considerably smaller than those present in a PWR core (see below), corresponding to a higher energy-density core in the case of the latter.

Prior to appreciation of the role of electrochemistry in the cracking of primary coolant circuit components, the philosophy with regard to BWR coolant chemistry had been to maintain it as pure as possible; thus the Electric Power Research Institute instituted the “EPRI Guidelines” on water chemistry, in which progressively tighter limits were placed on the concentration of chloride ion, for example. While it was recognized that the concentration of oxygen in the coolant might, somehow, be connected to the cracking problem, the production of oxidizing conditions via the radiolysis of water was not generally appreciated. Indeed, some utilities took measures to “deaerate” the coolant prior to start-up on the belief that reducing the concentration of oxygen established when the system was open to the atmosphere during refueling would reduce the susceptibility to IGSCC. The strategy failed. At the same time (late 1970s and early 1980s), work in a number of laboratories (e.g., Ohio State University [56]) demonstrated that the electrode potential was an important parameter in determining the susceptibility of sensitized, austenitic stainless steels to IGSCC in high-temperature aqueous systems. Attention was then focused on the need to reduce the high ECP that is established by the buildup of radiolytically produced, oxidizing species, such as O$_2$ and H$_2$O$_2$, recognizing that hydrogen was preferentially stripped from the coolant by boiling in the fuel channels. This, in turn, led to the introduction, by the General Electric Company and EPRI, of HWC, which had been pioneered in Sweden, in which small amounts of hydrogen are added to the feedwater to suppress the ECP.

Since its first introduction in the early 1990s, HWC [58, 59] has undergone steady development, particularly with regard to enhancing the effectiveness of the technique by noble metal chemical additions (NMCA), after the limitations of HWC had been made clear by electrochemical analysis. By the mid-1990s, it was evident that many of the answers that were sought with regard to the application of HWC would be best provided by sophisticated BWR coolant chemistry models [6, 9, 13, 14, 19, 26, 27]. Importantly, these models calculate the parameters of prime importance; the ECP and the resulting CGR. Accordingly, because of the limitations of space, the remainder of this discussion will be devoted to the models developed by the author.
These codes were based on the radiolysis model originally proposed by Burns and Moore [6], comprising the first 34 reactions, together with a reaction describing the thermal decomposition of hydrogen peroxide (\(\text{H}_2\text{O}_2 = \text{H}_2\text{O} + \frac{1}{2}\text{O}_2\)). Indeed, the model was calibrated to reactor recirculation oxygen levels by adjusting the rate constant for this single reaction; the rate constant has never needed to be adjusted after the first calibration on data from the Duane-Arnold plant in the United States and the value of the adjusted rate constant was within the range reported from laboratory studies [6]. With this single calibration, the original code developed by the author and his colleagues, DAMAGE-PREDICTOR, and its later derivatives have been found to accurately describe the water chemistry of BWRs across the entire spectrum with regard to plant response to hydrogen added to the reactor feedwater.

A unique feature of DAMAGE-PREDICTOR and its derivatives that is not present in other codes, except for that of Yeh [20–29, 1] (Dr Tsuang Kuang Yeh developed DAMAGE-PREDICTOR in the author’s group in partial fulfillment of the requirements for a Ph.D. in Nuclear Engineering at the Pennsylvania State University from 1992 to 1996 and has continued to develop radiolysis codes for BWRs since returning to Taiwan.), is the ability to calculate the ECP and the CGR using the MPM and the CGR using the CEFM described previously. Derivatives of DAMAGE-PREDICTOR developed in the author’s group, including ALERT, REMAIN, and FOCUS, also calculate the IGSCC damage integrated over the CEP (operational history of the reactor). These four codes incorporate deterministic modules for estimating the specie concentrations, the ECP, and CGR of stainless steel components at closely spaced points around the coolant circuit, as a function of coolant pathway geometry, reactor operating parameters (power level, flow velocity, dose rates, etc.), coolant conductivity, and the concentration of hydrogen added to the feedwater. DAMAGE-PREDICTOR, which has been used to model 14 BWRs worldwide, has been validated by direct comparison with plant data (e.g., at the Leibstadt BWR in Switzerland), and is found to accurately simulate HWC (Figs 5 and 20). The code has also been used to explore various enhanced versions of HWC and completely new strategies, such as those that employ noble metal coatings and dielectric coatings, respectively. Two of the component models of DAMAGE-PREDICTOR, in fact, predicted quantitatively the effectiveness of dielectric coatings for inhibiting crack growth in stainless steels in high-temperature water, and these predictions have been validated by direct experiment [53]. The application of these codes in modeling the accumulation of damage in BWRs has been described at length in the literature [6, 9, 13, 14, 19, 20], so only a summary of the more important results will be given here.

The process of predicting the accumulation of IGSCC damage in sensitized Type 304 SS in a BWR coolant circuit begins with specifying the CEP, which is an \(N \times M\) matrix containing \(M\times\) (time \(t\) and \(N-1\) property entries) with each set defining a single state point of reactor operation. The \(N-1\) properties include the following: (1) distance from bottom of core (cm), (2) temperature (°C), (3) flow velocity (cm s\(^{-1}\)), (4) steam velocity (cm s\(^{-1}\)), (5) void fraction, (6) hydrodynamic diameter of the channel (cm), (7) neutron dose rate (R s\(^{-1}\)), (8) \(\gamma\) photon dose rate R s\(^{-1}\),
(9) catalysis factor for the decomposition of \( \text{H}_2\text{O}_2 \), (10) exchange current density multiplier for the HER, (11) exchange current density multiplier for the OER, (12) exchange current density multiplier for the HPER, (13) initial stress intensity for a 0.5-cm crack (\( \text{MPa.m}^{1/2} \)), and (14) conductivity at ambient temperature (S cm\(^{-1} \)). The exchange current density multipliers are included, so that catalytic protocols, such as NMCA/HWC, and inhibitive strategies, such as the use of dielectric coatings (see below), can be modeled. The mixing table that defines how the flow is distributed among the components around the circuit is also included (Fig. 19). A table of this type is prepared for each region of the reactor, as defined in
Fig. 20, and for each state point (position on the CEP). Given that the CEP might be defined by more than 100 state points, the input is voluminous indeed. Other reactor details are included in ancillary tables.

The output contains position and temperature data, the concentrations of various species, the ECP and redox potential (potential measured on platinum), the CGR, the conductivity at ambient temperature, and the conductivity at the operating temperature. As noted previously, the ECP is calculated from the concentrations of $O_2$, $H_2O_2$, and $H_2$, with these three species dominating the mixed potential. In the case of the redox
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**Fig. 21** Predicted corrosion potential (ECP) versus flow path distance from the bottom of the core for 0 and 1.2 ppm of hydrogen added to the feedwater of the Leibstadt BWR [19]. The locations correspond to those given in Fig. 19.
potential, the anodic partial current is set equal to zero and the exchange current density multipliers are set equal to values that are appropriate for platinum.

Typical predictions of ECP and CGR around the primary coolant circuit of a GE Model 6 BWR (Leibstadt) for a particular state point, as a function of hydrogen added to the feedwater, are shown in Figs 21 and 22. The two feedwater hydrogen concentrations chosen (0 and 1.2 ppm) correspond to NWC and “super” HWC, respectively. The CGR plots are for a “standard”, 0.5-cm crack loaded to a stress

Fig. 22 Predicted crack growth rate versus flow path distance from the bottom of the core for 0 and 1.2 ppm of hydrogen added to the feedwater of the Leibstadt BWR [19].
intensity factor of 27.5 MPa m$^{1/2}$ and for an ambient temperature conductivity of 0.1 $\mu$S cm$^{-1}$, as a function of feedwater hydrogen concentration. The ECP and CGR are related to the concentrations of H$_2$, O$_2$, and H$_2$O$_2$ in a rather complex manner, in addition to depending on flow rate and temperature [43, 58]. These complex relationships cannot be captured by empirical methods, simply because the responses of the ECP and CGR to each of the independent variables, and each combination of variables, are highly nonlinear. It is for this reason that the MPM and the CEFM were originally developed. Note that the critical potential for IGSCC, as recommended by the NRC, is $-0.23$ V$_{SHE}$. One sees from this analysis that only a few regions in the primary coolant circuit of this reactor are predicted to be protected by HWC. Importantly, however, much of the downcomer and the lower plenum are predicted to be protected by the addition of modest amounts of hydrogen to the feedwater.

A somewhat less pessimistic picture is obtained by recognizing that a CGR of $<5 \times 10^{-9}$ cm s$^{-1}$ for a 0.5-cm crack loaded to $K_I = 27.5$ MPa m$^{1/2}$ is probably tolerable ($\approx 1.6$ mm year$^{-1}$), given that the nucleation time for cracks is reckoned to be quite long (years) and that the CGR is predicted to decrease with increasing crack length. By this criterion, HWC appears to be considerably more effective at protecting the primary coolant circuit of a BWR than when judged upon the basis of the ECP.

As noted above, DAMAGE-PREDICTOR, ALERT, and REMAIN contain the CEFM for predicting CGR. The CEFM has been extensively tested against experiment, as discussed elsewhere [43, 45, 46] and earlier in this chapter. The latest code, FOCUS, contains even more advanced versions of the MPM and CEFM, where the latter allows the CGR to be calculated over a much wider range of conductivity and incorporates the thermally activated crack-tip strain rate, as discussed earlier in this chapter. The deterministic nature of the CEFM implies that minimal calibration is required. Accordingly, because it captures vital relationships between the CGR and various independent variables, it can be used to model regions in a reactor for which insufficient data exist for the reliable calibration of empirical models. For example, the CEFM yields the CGR as a function of crack length. This relationship, which is not captured by any empirical model, to the author's knowledge, is essential for the prediction of integrated damage (i.e., crack length as a function of time for a proposed

Fig. 23 Illustration of the nonlinearity of the accumulated damage and inadequacy of the linear approach for extrapolating crack propagation for future operating periods.
operating history), because the CGR decreases as the crack length increases [54], as shown in Fig. 23. This is due to an increase in the potential drop down the crack, even though the mechanical driving force (the stress intensity) is maintained constant. The calculations shown in this figure were carried out on a crack on the inside of the core shroud adjacent to the H-3 weld near the top of the shroud over a 120-month operating history of a reactor in service. If the dependence of CGR on crack length is not recognized, the integrated damage function (IDF) is overpredicted by several hundred percent, thereby leading to a much more pessimistic evolution of damage (Fig. 23).

Application of the models at each state point yields a CGR, but the CGR depends upon the value of parameters along the CEP and upon the stress intensity (although only weakly) and the crack length. Thus, beginning at the initial point on the CEP, the crack length is updated successively for the next state point. Thus, the crack length, \( x_N \), over the anticipated service time of a component, \( T \), is obtained by an accumulation of the crack advances over \( N \) periods of time \( \Delta t_1, \ldots, \Delta t_i, \ldots, \Delta t_N \) [41].

\[
L_i = L_{i-1} + CGR_i \cdot \Delta t_i, \ i = 1, \ldots, N
\]  

with \( T = \sum_{i=1}^{N} \Delta t_i \)  

and \( K_{I,i} = \sigma(t)Y \sqrt{L_i} \)

where \( \sigma(t) \) is the (time dependent stress (applied and residual), \( Y \) is a factor that depends on crack geometry and can be generally obtained from tables of stress

Fig. 24  Corrosion evolutionary path (CEP) defined in terms of the prime variables of reactor power and hydrogen added to the reactor feedwater.
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intensity factors, and the CGR, $CGR_i$, is presumed to be time-independent for each interval, $\Delta t_i$, in that it depends on the crack length (through the stress intensity, $K_I$, and because of changes in the current and potential distributions in the crack-internal and crack-external environments). The initial crack length, $L_0$, corresponds to the depth of a preexisting crack (as may have been detected during an inspection or assumed for a safety analysis scenario).

A series of “strip charts” is presented illustrating the modeling of the extension of a crack adjacent to a weld on the inner surface of the shroud of a GE Model 6 BWR as the reactor traverses the CEP, in this case defined in terms of reactor power as the primary variable (Fig. 24). In the second chart (Fig. 25), the feedwater hydrogen concentration is also plotted, with the decreases corresponding to reactor shutdown for either refueling or for unscheduled reasons. During these shutdowns, the conductivity of the coolant changes owing to changing temperature and the release of ions from crevices and deposits (“hideout return”), and other parameters change as well, with the changes either being introduced in ancillary tables or calculated internally in the code. The CEP depicted in Fig. 24 is arbitrarily chosen, but is considered to be quite realistic.

The stress intensity is calculated on the assumption that the stress on the crack does not change with time, that is, the increase in $K_I$ is due entirely to the increase in crack length, as indicated by Eq. (29). The reader will also note that the CGR increases significantly during shutdown and start-up (Fig. 26); this is a consequence of the parabolic variation of CGR versus temperature, as shown in Fig. 10, the increase in conductivity of the coolant, and the reduction in hydrogen concentration in the coolant. Note that the ECP also undergoes positive excursions during shutdown/start-up.

The integral damage function, that is, the crack length, versus time of reactor operation is shown in Fig. 26. As expected, the crack length increases more or less monotonically with time, with perturbations that are due to chemical and electrochemical upsets during changes in power level (including shutdowns and start-ups), in a manner that reflects increasing $IR$ potential loss down the crack, as previously noted.

The models (DAMAGE-PREDICTOR, ALERT, REMAIN, and FOCUS) permit modeling of the accumulated integral damage (crack length) for different operating scenarios. Three scenarios are shown in Fig. 27: (1) normal water chemistry, (2) hydrogen water chemistry (1 ppm H$_2$ in the reactor feedwater, (3) NWC for 5 years followed by HWC for the remaining 5 years. These calculations correspond to the CEP defined in Fig. 24. Under NWC, the crack is predicted to grow from an initial length of 0.5 cm to about 2.7 cm after 10 years of operation. If the reactor had operated continuously on HWC, however, the predicted crack length after 10 years of operation is about 1.1 cm, an extension of only 0.6 cm compared with 2.2 cm under NWC. If HWC were adopted after 5 years of operation, the predicted crack depth is 2.2 cm over the 10-year composite period, corresponding to a crack extension of 1.7 cm. In this case, the benefits of HWC are not so apparent, because most of the crack extension is predicted to have occurred over the first five years when the crack length was relatively small. Clearly, benefits accrue to the early implementation of HWC.

The codes DAMAGE-PREDICTOR, ALERT, REMAIN, and FOCUS contain
Fig. 25  Plots of the concentrations of oxygen (ppb), hydrogen (ppb), and hydrogen peroxide (ppb), and the calculated ECP (mV_{ShE}) at the top inner surface of core shroud as a function of time along the CEP. Note that the concentration of hydrogen is considerably lower than the feedwater hydrogen, because of the mixing of flows from the lower plenum and because hydrogen is stripped from the coolant by boiling in the core.
the necessary facilities for modeling enhanced hydrogen water chemistry (EHWC), as affected by the use of catalytic coatings (i.e., noble metal coatings, NMCA), and other advanced remedial measures, such as surface modification by dielectric coatings (SMDC) and ultra low conductivity operation (ULCO). A considerable achievement of the MPM, which is incorporated in the above codes) was the prediction that dielectric coatings represented a viable, and indeed an advantageous, alternative to noble metal coatings—a prediction that was made in
the early 1990s and has been confirmed experimentally [53].

The effectiveness of both strategies arise from modification of the exchange current densities for the redox reactions (oxidation of hydrogen and the reduction of oxygen and hydrogen peroxide) that occur on the steel surface [9, 14, 26, 29, 43]. In the case of the noble metal coatings, the exchange current densities are increased, with the greatest impact being on the HER, but only if hydrogen is present in stoichiometric excess. This renders hydrogen to be a much more effective reducing agent than it is in the absence of the noble metal, thereby making it much more effective in displacing the ECP in the negative direction. In the case of dielectric coatings, the lower exchange current densities render the metal less susceptible to the ECP-raising oxidizing species, with the result that the ECP is displaced in the negative direction, even in the absence of hydrogen added to the feedwater. The multiplication factors that have been obtained experimentally are considerably smaller than the $10^4$ assumed above [53], but they are, nevertheless, sufficiently large to indicate a significant impact of noble metal coatings on the effectiveness of HWC.

The calculated ECP and CGR values plotted in Figs 28 and 29, respectively, for general catalysis, in which the exchange current densities are increased arbitrarily by a factor of $10^4$, show that this strategy is highly effective in displacing the ECP in the negative direction when a stoichiometric excess of hydrogen is present in the coolant, as noted above. If excess hydrogen is not present, as in the case of NWC, the ECP is predicted to be shifted in the positive direction, in agreement with the laboratory measurements of Yeh et al. [26, 29]. The CGR is predicted to respond accordingly by becoming much lower under
HWC, but becoming larger under NWC than would otherwise be the case in the absence of catalysis. This latter prediction is entirely consistent with the CGR versus ECP correlation shown in Fig. 16 and is of considerable importance, because, if a plant has to abandon HWC, for any reason, and the operators are unable to deactivate the catalyst on the steel surfaces, a period of enhanced CGR may ensue, resulting in a significant accumulation of damage. In the case where the exchange current densities of the redox reactions are reduced by the presence of an inhibitive coating
(general inhibition, Figs 30 and 31), the ECP and CGR are predicted to decrease, regardless of whether excess hydrogen is present in the coolant. In the present calculations, with the assumed parameter values, the crack growth rate is predicted to be suppressed to the creep CGR value, except for the core channels. Thus, HWC
becomes superfluous, and the operator might avoid the problems associated with the buildup of $^{16}\text{N}$ and the cost of storing large amounts of hydrogen on-site. The challenge is to develop methods of coating the internal surfaces of BWR primary coolant circuits with a dielectric coating of sufficient resistance to reduce the interfacial impedance by a factor of at least 100.

Experimental work [53] has shown that electrophoretically deposited Zirconia ($\text{ZrO}_2$) coatings on sensitized stainless steel reduce the exchange current density for oxygen reduction by a factor of 100–1000, and that the measured impact of the coatings on the ECP and CGR (Fig. 32) in dilute sulfate solutions at 288°C are in excellent agreement with the predictions of the MPM and CEFM, respectively. The general inhibition strategy would seem to be particularly attractive, because it does not require HWC and hence avoids the $^{16}\text{N}$ problem and the cost of hydrogen storage and injection, but, to date, no effective method of applying a dielectric coating has been devised.

To the author’s knowledge, the MPM and CEFM are the only models that could have predicted the effects of catalysis and inhibition, because they are the only models known to the author that explicitly consider the electrochemical kinetics of the redox reactions that occur on the steel surface. Again, we emphasize that the accumulation of damage due to SCC is primarily an electrochemical phenomenon, and any quantitative, deterministic theory must address the kinetics of the charge-transfer processes in the system.

Reference was made above to ULCO, since it is instructive to explore the veracity of this remedial measure. By way of background, IGSCC damage/conductivity correlations have been noted between damage accumulated in “good” plants that have operated with low coolant conductivity, and “bad” plants, in which the coolant conductivity was excessively high. The reader will recall from Sect. 9.4 that conductivity affects the CGR by allowing the coupling current exiting the crack to flow to a greater area on the external surface, where it is consumed by oxygen reduction. Thus, the external surface can support a larger coupling current, which translates into an enhanced CGR. The impact of coolant conductivity on accumulated damage for a crack adjacent to the H-3 weld on the inside surface of the core shroud of a GE Model 6 BWR under NWC over a 20-month period of constant, full power operation is shown in Fig. 32.

**Fig. 32** Inhibition of IGSCC in sensitized Type 304 SS by a dielectric ZrO$_2$ coating. The experiments were carried out with two C(T) specimens daisy-chained together in the same solution ($0.005 \text{ M Na}_2\text{SO}_4$) at 288°C.
in Fig. 33. The conductivity values correspond to the ambient temperature (25 °C) values; of course, the values at the elevated temperature as calculated from the concentrations of ionic species and their limiting conductance values are employed in the calculation. The reader will note from Fig. 33 that coolant conductivity has a significant impact on the accumulated damage and that the crack length might be reduced from 1.9 cm to a little over 1.4 cm, from an initial value of 0.5 cm, by reducing the ambient temperature conductivity from 0.3 to 0.1 µS cm\(^{-1}\). While significant, the gain is modest when compared against HWC, particularly with NMCA, and a detailed cost/benefit analysis would have to be carried out to determine whether the addition of the necessary facilities (additional ion exchange beds and larger flow fraction through the reactor water cleanup unit) are justified.

Another issue of great importance is the impact that stress has on the accumulation of IGSCC damage, because early efforts to mitigate cracking focused on relieving residual stresses in the HAZs adjacent to welds. For field welds, induction heating with water flowing through the pipe was used to render the stresses on the inner surface compressive. This treatment has an obvious benefit with regard to crack initiation (not treated in this chapter), but the question arises as to whether a comparable benefit exists for crack propagation. This question is important since, although a region below the pipe surface may be in compression, deeper regions are under tension and hence support IGSCC. Furthermore, under fatigue loading, even at high R ratio, a crack may grow through a compressive stress zone, resulting in a penetration of the pipe wall. The calculations presented
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in Fig. 34 suggest that the accumulation of damage from a crack that has already penetrated the compressive zone is not a strong function of the stress intensity factor, corresponding to the fact that the crack exists within the Stage II region of the CGR versus $K_I$ correlation. However, the author cautions that the initiation time probably dominates the total failure time, so that the lack of an effect of stress on the CGR should not be construed as indicating a lack of a dependence of the failure time upon stress. While the basic theory for the initiation of stress corrosion cracking has been developed in the form of damage function analysis [60–62], which incorporates the PDM [37] and the coupled environment pitting model (analogous to the CEFM, but for pit growth), and has been used to describe crack initiation in low pressure steam turbines, it has not been applied to crack initiation in primary coolant circuits of BWRs.

At this point, it is worth enquiring if these calculations have any relationship to reality. While it is very difficult to obtain information on crack extension in reactor coolant circuits for a variety of reasons, Tang et al. [63] published the data shown in Fig. 35. The data refer to the extension of a crack adjacent to the H-3 weld on the inner surface of the core shroud of a GE BWR in Taiwan. The authors had monitored the growth of the crack as a function of time after the eleventh outage for refueling. The reactor model was the same as that employed in our previous modeling and the coolant chemistry conditions could be estimated with sufficient accuracy to make a comparison between the observed and calculated crack extensions.
meaningful. Note, however, that we did not know the exact number of outages, primarily unscheduled outages, but our previous work (Fig. 26) had shown that outages appear as small perturbations on the crack extension versus operating time correlation. Accordingly, any comparison would necessarily be approximate, but still meaningful. The remaining issue that needed to be resolved was the initiation time of the crack. This proved to be impossible to resolve, so the time of crack growth in the CGR versus time correlation calculated from ALERT was adjusted to ensure that the calculated and observed data coincided at 10 months after Outage 11. Thus, only the comparison at 20 months after Outage 11 has any probative value. As seen in Fig. 35, excellent agreement is obtained attesting to the accuracy of the code ALERT, given the uncertainty in the input data.

9.6 Electrochemistry of Pressurized Water Reactors

Compared with the work that has been reported on modeling BWR primary coolant circuits, relatively little work has been carried out to assess electrochemical effects in PWR primary circuits. This state of affairs reflects the fact that cracking has not been as great a problem in PWR primary coolant circuits as it has been in BWR primary coolant circuits. Secondly, because of the high hydrogen concentration (25 cc (STP)/kg (H₂O) – 50 cc (STP)/kg (H₂O) corresponding to $1.12 \times 10^{-3} – 2.24 \times 10^{-3}$ m) employed in a PWR primary circuit to “suppress radiolysis,” and in view of the lack of sustained boiling, it was generally believed that the ECP was dominated by the hydrogen equilibrium potential and hence that the coolant circuit acts as a “giant
hydrogen electrode.” If so, the potential is readily calculated from the pH of the coolant and the hydrogen concentration using the Nernst equation (Eq. 19). In the light of subsequent modeling, this picture is not entirely accurate, but more importantly PWRs are not free of cracking in their primary circuits and the cracking that is observed is very potential dependent. For example, primary water stress corrosion cracking (PWSCC) of Alloy 600 has plagued operators for many years and cracking of core barrel bolts (highly cold-worked Type 316 SS) has been a recurring problem. While there are significant materials differences between BWR and PWR primary circuits, in both cases it has gradually become evident that the electrochemistry of the coolant was a prime factor in the nucleation and propagation of cracks.

The primary coolant circuit of a PWR is shown in schematic form in Fig. 36. In this particular circuit, there are four loops between the reactor and the steam generators. The pressurizer is also shown, which maintains the pressure in the primary loop at a sufficiently high value (typically 150 bar) such that sustained boiling does not occur and maintains the desired concentration of hydrogen in the coolant. The reactor heat removal system (RHRS) and the reactor water cleanup system are not shown. The general operating conditions in a PWR primary loop are summarized in Table 2.
Tab. 2  Typical conditions that exist in the main loop of the primary coolant circuit of a PWR

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>295–330°C</td>
<td>Typical</td>
</tr>
<tr>
<td>Pressure</td>
<td>150 bar (2250 psi)</td>
<td>Typical</td>
</tr>
<tr>
<td>Coolant composition</td>
<td>4000–0 ppm B as boric acid, 4–1 ppm Li as lithium hydroxide, depending upon the burn-up of the fuel and the vendor.</td>
<td>Li–B trajectory over a typical fuel cycle is shown in Fig. 38</td>
</tr>
<tr>
<td>Hydrogen concentration</td>
<td>25–55 cc (STP)/kg (H₂O)</td>
<td>Some noncommercial units operate with [H₂] as high as 70 cc (STP)/kg (H₂O)</td>
</tr>
<tr>
<td>Core channel dose rate</td>
<td></td>
<td>Typical</td>
</tr>
<tr>
<td>γ photon</td>
<td>$3 \times 10^5$ rad s⁻¹</td>
<td></td>
</tr>
<tr>
<td>Neutron</td>
<td>$6 \times 10^5$ rad s⁻¹</td>
<td></td>
</tr>
<tr>
<td>α particles</td>
<td>$3 \times 10^5$ rad s⁻¹</td>
<td></td>
</tr>
<tr>
<td>Coolant mass flow rate</td>
<td>18 000 kg s⁻¹</td>
<td>Typical</td>
</tr>
</tbody>
</table>

The vessel of a PWR differs substantially from that of a BWR in that the control rods penetrate the vessel head, with only various instrumentation nozzles and assemblies penetrating the bottom (Fig. 37). Also, because the coolant does not boil (except for nucleate boiling in the fuel channels), the vessel does not contain steam separators or dryers, as in the case of a BWR. Accordingly, no separation of volatile gases to the steam phase occurs as it does in the case of a BWR. This makes describing the electrochemistry in a PWR primary coolant circuit somewhat more straightforward than in the case of a BWR.

There are significant differences between the primary coolant circuits of PWRs and BWRs, with regard to the coolant chemistry, physical geometry, flow path configuration, and in-core dose rates. First, the coolant in the primary circuit of a PWR is a boric acid/lithium hydroxide solution, with the boric acid concentration starting at the beginning of a fuel cycle at a concentration of 2000–4000 ppm of boron (0.18–0.36 M) and ending being essentially depleted. The boron is used as a “nuclear shim” to control core reactivity via the absorption of neutrons by $^{10}\text{B}_5$, which has a high capture cross section for thermal neutrons. Thus, as the $^{235}\text{U}_{92}$ and $^{239}\text{Pu}_{94}$ in the fuel undergoes fission (note that a significant fraction of the power at the end of the fuel cycle is produced by fission of $^{239}\text{Pu}_{94}$) and the concentration of $^{235}\text{U}_{92}$ in the fuel is depleted from an initial value of about 2.5% (compared with the natural abundance of 0.7%), the number of “excess” neutrons gradually decreases corresponding to a reduction in core reactivity, so the boron concentration is reduced correspondingly. On the other hand, the lithium concentration increase to 1–4 ppm over the same period, with the exact level being controlled by ion exchange, in order to control the pH and hence minimize corrosion, mass transport, and activity transport in the primary coolant circuit. A common trajectory for lithium versus boron over a fuel cycle is depicted by the hatched path in Fig. 38. It is also important to note that boron, which
is added to the primary coolant to act as a “nuclear shim,” in order to control nuclear reactivity by absorbing neutrons, as discussed above, produces lithium via the nuclear reaction $^{10}\text{B}_3(^1\text{n}_0, ^4\text{He}_2)^7\text{Li}_3$. The $\alpha$ particles ($^4\text{He}_2$) produced by this reaction contribute to the radiolysis of water (Table 1 summarizes the radiolytic yields of various radiolysis products for $\alpha$-particle irradiation, compared with $\gamma$ photons and neutrons). Indeed, typical dose rates of $\gamma$ photons, neutrons, and $\alpha$ particles in PWR cores are $3 \times 10^5$ R s$^{-1}$, $6 \times 10^5$ rad s$^{-1}$, and $3 \times 10^5$ R s$^{-1}$, respectively (Table 2). These dose rates are about an order of magnitude greater than those in a BWR.

Modeling of the electrochemistry of a PWR primary coolant circuit has been achieved by Macdonald and Urquidi-Macdonald [18, 32, 34, 64] using a custom code titled PWR_ECP. This code is similar in structure to the DAMAGE-PREDICTOR code that we previously employed to model state points in BWRs, as described above. The code has not been developed to the point of predicting the accumulation of damage over the CEP for the reactor, primarily because of the lack of a viable CGR.
model that can accommodate hydrogen-induced cracking (HIC). (Such a model is now being developed in the authors' group and is expected to be introduced into PWR codes within the next two years). Instead, PWR_ECP predicts the ECP versus distance in the main loop and three secondary loops, as follows: (1) main loop, (2) RWCU loop, (3) RHRS, and (3) pressurizer.

The PWR_ECP code begins by employing a chemical speciation model to calculate the composition of the coolant and the pH at closely spaced points around the primary coolant circuit, including the pressurizer, RWCU, and RHRS loops (Fig. 39). Note that the purpose of the RHRS is to remove decay heat from the core upon shutdown of the reactor. Accordingly, this system is isolated from the primary coolant circuit during normal operation. The radiolysis of water is predicted using the full 48-model radiolysis model [32] with the radiolytic yields given in Table 1. The calculations were carried out at 10-cm increments, with the ECP being calculated at each increment using the MPM (Sect. 9.3). Dose rates for $\gamma$ photons, neutrons, and $\alpha$ particles, coolant path geometry, and detailed thermal hydraulic data for each location were provided by the vendor for whom the modeling work was performed.

The primary coolant circuit loops were divided into 28 sections (cf. 10 or 11 sections in the BWR case) as shown in Fig. 39. Each section is characterized by an inlet and outlet temperature; $\gamma$, $n$, and $\alpha$ dose rates; flow fraction; linear flow velocity; hydrodynamic diameter; section length; material of construction (SS $\equiv$
stainless steel); and exchange current density multipliers, as in the case of the BWR models discussed earlier. If the inlet and outlet temperatures are different, it is assumed that the temperature varies linearly with distance between the two values. The code was used to model the ECP around the primary coolant system for normal operation with deoxygenated (5 ppm O\textsubscript{2}) or oxygenated makeup water (5.0 ppm O\textsubscript{2}) and for cold shutdown conditions. Facilities are included in the PWR ECP code for modeling the periodic injection of oxygen and hydrogen peroxide into the RWCU and oxygen into the RHRS. The concentration of hydrogen was set to 55 cc (STP)/kg (H\textsubscript{2}O) and the coolant mass flow rate was 17,880 kg s\textsuperscript{-1}.

Figure 40 displays the predicted ECP versus distance from the bottom of the core for full power, normal operation, which includes the injection of 5 mg kg\textsuperscript{-1} O\textsubscript{2} into the feedwater. All of the sections, except Section 7, display ECP values that lie between \(-0.35\) V\textsubscript{SHE} at the core entrance to \(-0.30\) V\textsubscript{SHE} at the core exit. On the other hand, Section 7, which is the bypass channel, is predicted to have an ECP of \(-0.75\) V\textsubscript{SHE}, regardless of the position. The higher ECP in the fuel channels and related areas reflects the generation of oxidizing radiolysis products, in spite of the fact that the coolant contains 55 cc (STP)/kg (H\textsubscript{2}O).

Figures 41–43 display the predicted ECP versus distance for the three principal loops in the coolant circuit under normal, full power operation with oxygenated makeup water: (1) the main loop, (2) the pressurizer, and (3) the RWCU. Note that under these operating conditions, the RHRS is not operated, so calculated ECP data for this loop are not presented. The most important finding is that the ECP varies over a wide range (\(-0.74\) to \(-0.20\) V\textsubscript{SHE} in the main loop) in a manner that is reminiscent of the primary coolant circuit of a BWR. Accordingly, the widespread belief that the primary circuit of a PWR behaves as a “giant hydrogen electrode” appears to be untenable, at least on the basis of the present work.

The ECP in the pressurizer circuit is predicted to be very negative over most of the loop, with values ranging from \(-0.75\) to \(-0.81\) V\textsubscript{SHE} in Sections 13 and 16 Fig. 39. However, the ECP in Sections 14 and 15 Fig. 39 is predicted to rise to about \(-0.45\) V\textsubscript{SHE}. The origin of this rise is currently unknown.

Finally, the ECP in the RWCU is predicted to be very positive over most...
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Fig. 40 ECP versus distance in a PWR under full Normal power operation. S1 = core return, S2 = fuel channels, S3 = hot zone, S4 = top part of the core, S5 = by-pass tube guide, S6 = by-pass hot zone, S7 = by-pass grid.

Fig. 41 ECP versus distance for the main primary coolant loop in a PWR under full Normal power operation.
Normalized operation—pressurizer cycle 3
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**Fig. 42** ECP versus distance for the pressurizer loop in a PWR under full power operation.
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**Fig. 43** ECP versus distance for the reactor water cleanup unit (RWCU) in a PWR under full power operation.
of the loop, corresponding to the low temperature of operation (45–55 °C). That the change in temperature is the origin of the sharp positive shift in the ECP is evident by comparing the ECP before and after the heat exchangers.

At this point, the reader might ask, “Why is this modeling work important?” It is important for at least two reasons: (1) much of the circuit is inaccessible to direct interrogation with regard to the ECP and hence the accumulation of damage and (2) many “what if” scenarios, which cannot be explored on operating reactors, because of the safety and economic issues involved, can be effectively investigated using sophisticated models of the type described in this chapter. Our work to date has emphasized BWRs, because that is where the greatest need has been in assisting plant operators to specify the most cost-effective operating protocols, but the work revealed here on PWRs demonstrates that electrochemical effects may determine the occurrence of certain damaging phenomena. These include the following:

1. Work carried out using this same model [16, 18, 32, 34] and the scoping calculations reported by Bertuch et al. [39] for PWR primary circuits indicates that, under certain circumstances, the ECP in the steam generators may become sufficiently negative that Alloy 600 (a common steam generator tubing material) could suffer HIC. Thus, the work of Totuska and Smialowska [65] indicates that cracking of Alloy 600 in PWR primary circuits occurs at potentials that are more negative than a critical value of −800 mV. This critical potential is perilously close to the calculated ECP in the steam generators, particularly when using deoxygenated makeup water. The calculations of Bertuch et al. [39] suggest that the ECP may become as negative as −810 mV_{SHE}, which would pose a threat to steam generator integrity. Accordingly, we have argued for examination of a “low hydrogen” water chemistry, which would maintain the ECP at a value that is more positive than the critical value for hydrogen-induced fracture in Alloy 600 under all operational circumstances. A hydrogen concentration of about 5 cc (STP)/kg (H₂O) is believed to be sufficiently low to avoid primary side cracking of steam generator tubes [39].

2. Mass transport and the closely related activity transport phenomenon are fundamentally electrochemical in nature. Thus, to a significant extent, the movement of corrosion products around the primary circuits of both BWRs and PWRs is due to differential solubility of magnetite (Fe₃O₄), for example, induced by the variation in the ECP, coupled with hydrodynamic factors, as shown by the work of Salter-Williams [66] and Urquidi-Macdonald, Pitt, and Macdonald [32], for example. In the opinion of the author, mass and activity transport phenomena in WCNRs can only be understood and predicted by first defining the electrochemistry of the primary HTCs.

The ultimate goal would be to specify a corrosion evolutionary path of the type shown in Fig. 38 that would minimize the accumulated damage, which may be of different forms for different systems and operating protocols.

9.7 Summary

The application of deterministic models for simulating SCC phenomena in
BWR primary coolant circuits is described. The first-generation code, DAMAGE-PREDICTOR, has been used to model the radiolysis of the coolant, to estimate the ECP, and to calculate the CGR at fixed state points during reactor operation in 14 plants worldwide. This code has been validated in “double-blind” comparisons between the calculated and measured hydrogen concentration, oxygen concentration, and ECP in the recirculation system of the Leibstadt BWR in Switzerland, as well as through less formal comparisons with data from other plants. Second-generation codes have now been developed, including REMAIN for simulating BWRs with internal coolant pumps and the ALERT series for modeling reactors with external pumps, and a third-generation code, FOCUS, has just been completed. Two of this series, ALERT and FOCUS, yield the IDF, which is the crack length, on a component-by-component basis for a specified future operating scenario. This code therefore allows one to explore proposed future operating protocols, with the objective of identifying those that are most cost-effective and which minimize the risk of failure of components by SCC. The application of these codes is illustrated by exploring the benefits of partial HWC for an actual reactor, in which hydrogen is added to the feedwater over only limited periods during operation. The simulations show that the benefits, in terms of reduction in the IDFs for various components, is sensitive to when HWC was initiated in the plant life and to the length of time over which it is applied.

This modeling technology has now been extended to PWRs with the development of the code PWR_ECP. This code models the primary cooling circuit of the reactor comprising the main coolant loop (MCL), the pressurizer, the RWCU, and the RHRS. The latter does not operate while the reactor is under power. PWR_ECP calculates the corrosion potential at closely spaced points around the four loops for any given set of operating conditions. The principal finding is that the internal surfaces of a PWR primary coolant circuit do not act as a “giant hydrogen electrode” as is commonly assumed and, even at high hydrogen concentrations (55 cc (STP)/kg (H₂O)) surprisingly large variations in the ECP exist around the circuits that can be accounted for in terms of the variation in temperature and the generation of electroactive species via the radiolysis of water. The variations in the ECP and temperature are postulated to provide the driving force for operational problems, such as mass and activity transport and SCC (HIC) in the primary coolant circuits of PWRs.
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10.1 Introduction

Water is the most ubiquitous of solvents, and by virtue of its extraordinary physico-chemical and transport properties, it forms the medium in which processes as diverse as biochemical and geochemical occur. The particular features of high-temperature aqueous solutions have been widely recognized [1] and employed in many areas of science and technology, such as thermal power generation, supercritical water oxidation of organic waste, hydrothermal synthesis of ceramic materials, fluid sedimentary basins, nuclear waste disposal, and so on. However, owing to the difficulty of performing experimental measurements at high temperature and pressure, there is a scarcity of electrochemical studies under high-temperature subcritical and supercritical conditions (critical point of water is found at 374 °C and 221 bar).

High-temperature aqueous solutions represent new frontiers in electrochemical studies that are both technically challenging and technologically important [2]. The interest in high-temperature aqueous electrochemistry has significantly increased in the last 30 years and this interest has risen mainly because of the many technological processes that take place in the high-temperature aqueous environment. However, it is still difficult to routinely carry out high-temperature electrochemical studies because only a few well-established electrochemical techniques are available for performing high-temperature electrochemical measurements. Additionally, the lack of an inert isolating material that can be used at temperatures above the upper stability limit of Teflon (300 °C) severely hinders electrochemists who deal with high-temperature subcritical and supercritical electrochemical systems.

This article details the thus far developed experimental techniques to carry out potentiometric, pH, electrokinetic, electrochemical kinetics, corrosion, and conductivity measurements in high-temperature (> 300 °C) subcritical and supercritical aqueous environments. The author of this chapter recently reviewed the electrochemical processes in high-temperature aqueous solutions [2], an experience that has had a significant impact on the content of this chapter. Note that the treatment and interpretation of the obtained high-temperature electrochemical data are out of the scope of this review, but there are a number of excellent papers [3–6], which the author recommends to a reader who is interested in the treatment of electrochemical data. Also, two of these papers [4, 5] are useful to anyone interested.
in electrochemical techniques to be used at elevated temperatures below 300 °C.

10.2 High-temperature Electrochemical Systems

In general, electrochemical systems are heterogeneous and involve at least one (or both) of the fundamental processes – mass transport and an electron-transfer reaction. Moreover, electrochemical reactions involve charged species, so the rate of the electron-transfer reaction depends on the electric potential difference between the phases (e.g. between the electrode surface and the solution). The mass transport processes mainly include diffusion, conduction, and convection, and should be taken into account if the electron-transfer reaction properties are to be extracted from the experimental measurements. The proper control of the mass transport processes seems to be one of the main problems of high-temperature electrochemical studies.

The main property of the \( i \)th component in an electrochemical system is the electrochemical potential, \( \tilde{\mu}_i^\alpha \), which is defined as

\[
\tilde{\mu}_i^\alpha = \mu_i^\alpha + z_i F E^\alpha
\]

(1)

where \( \mu_i^\alpha \) and \( z_i \) are the chemical potential and the charge of species, \( i \), respectively; \( F \) is the Faraday constant (96 485 C mol\(^{-1}\)); and \( E^\alpha \) is the inner electric potential in phase \( \alpha \). Although \( E^\alpha \) is not a measurable quantity, the difference, \( E \), between the inner electric potentials of two electrically conducting phases can be either measured or established in electrochemical experiments. In addition, a part of the inner electric potential, which is called the zeta potential, \( \zeta \), can be obtained experimentally from electrokinetic studies of a solid/liquid interface. Zeta potential is one of the key parameters of the electrical double layer (EDL) (see Sect. 10.5), and can be used in modeling the EDL structure.

A particular feature of the electrochemical technique is that the total rate of the electrochemical process can be defined by measuring the current density, \( j \), flowing in the electrical circuit where the reaction rate, \( v \) (per unit of surface area), is related to the current density as follows:

\[
j = nFv
\]

(2)

where \( n \) is the number of electrons involved in the electrochemical reaction.

By considering a reduction/oxidation electrode reaction as a first-order interfacial process [7]:

\[
O + ne^- \xrightleftharpoons[k_f^b]{k_b} R
\]

(3)

the reaction rate will be defined (1) by the heterogeneous rate constants for the reduction, \( k_f \), and oxidation, \( k_b \), processes; and (2) by the activities of \( O, a_O^\dagger \), and \( R, a_R^\dagger \), at the electrode surface as follows:

\[
v = k_f a_O^\dagger - k_b a_R^\dagger
\]

(4)

Within the framework of the activation complex theory, the rate constants can be related to the Gibbs energies of activation for the reduction, \( \Delta G_R^\dagger \), and oxidation, \( \Delta G_O^\dagger \), reactions as follows:

\[
k_f = A_f \exp\left(\frac{-\Delta G_R^\dagger}{RT}\right)
\]

(5)

\[
k_b = A_b \exp\left(\frac{-\Delta G_O^\dagger}{RT}\right)
\]

(6)

where \( A_f \) and \( A_b \) are the preexponential factors, \( R \) is the gas constant (8.3145 J K\(^{-1}\) mol\(^{-1}\)) and \( T \) is the temperature in Kelvin.
The Gibbs energies of activation for the reduction and oxidation processes are different and depend on the potential difference, \( E \), and the potential barrier symmetry, which is defined by the transfer coefficients \( \alpha_{\text{red}} \) and \( \alpha_{\text{oxid}} \) for the reduction and oxidation reactions respectively. For a symmetrical barrier, \( \alpha_{\text{red}} = \alpha_{\text{oxid}} = 0.5 \), so for a simple reaction, \( \alpha_{\text{red}} + \alpha_{\text{oxid}} = 1 \), but generally the transfer coefficients are between 0 and 1. The relationships between the Gibbs energies of activation, the transfer coefficients, and the potential difference between the phases are well known and can be presented for the reduction and oxidation processes as follows:

\[
\Delta G^\ddagger_R = \Delta G_R^\ddagger + \alpha_{\text{red}} nFE \\
\Delta G^\ddagger_O = \Delta G_O^\ddagger - \alpha_{\text{oxid}} nFE
\]  

(7)  

(8)

where \( \Delta G_R^\ddagger \) and \( \Delta G_O^\ddagger \) are the Gibbs energies of activation for the reduction and oxidation processes, respectively, if the potential difference between the phases is zero. The values of \( \Delta G_R^\ddagger \) and \( \Delta G_O^\ddagger \) can also be defined by the corresponding rate constants, \( k_f^0 \) and \( k_b^0 \), as follows:

\[
k_f^0 = A_f \exp\left(-\frac{\Delta G_R^\ddagger}{RT}\right)
\]

\[
k_f = k_f \exp\left(\frac{\alpha_{\text{red}} nFE}{RT}\right)
\]

(9)  

\[
k_b^0 = A_b \exp\left(-\frac{\Delta G_O^\ddagger}{RT}\right)
\]

\[
k_b = k_b \exp\left(-\frac{\alpha_{\text{oxid}} nFE}{RT}\right)
\]

(10)

If the standard state conditions prevail, that is, \( E = E^\circ \), then, \( k_f^0 \exp[-\alpha_{\text{red}} nF (E - E^\circ)/RT] = k_f^0 \exp[\alpha_{\text{oxid}} nF (E - E^\circ)/RT] = k^0 \), where \( k^0 \) is a key characteristic of the electron-transfer reaction and is called the standard rate constant. The standard rate constant can be used to relate the rate constants, \( k_f \) and \( k_b \), to the potential difference, \( E \), and its equilibrium value, \( E^\circ \), as follows:

\[
k_f = k^0 \exp\left[-\alpha_{\text{red}} nF (E - E^\circ)/RT\right]
\]

\[
k_b = k^0 \exp\left[\alpha_{\text{oxid}} nF (E - E^\circ)/RT\right]
\]

(11)  

(12)

Insertion of these relationships into Eqs (2) and (4) yields the complete current–potential characteristic, \( j \), [7]:

\[
j = nFk^0 \left\{ a_{O^\ddagger} \exp\left[-\frac{\alpha_{\text{red}} nF (E - E^\circ)}{RT}\right]
\right.

\[
\left. - a_{R^\ddagger} \exp\left[\frac{\alpha_{\text{oxid}} nF (E - E^\circ)}{RT}\right]\right\}
\]

(13)

This is a general equation that should be used in the development of high-temperature electrochemical kinetics and corrosion measurements if the processes of mass transport are already taken into account.

The physical meaning of \( k^0 \) relates to the kinetic ability of a reducing/oxidizing electrochemical system. In other words, a system with a large \( k^0 \) will reach equilibrium quickly, whereas a system with a small \( k^0 \) is sluggish. For carrying out high-temperature potentiometric studies (\( j = 0 \)) and implementing new high-temperature electrodes, one should find the \( k^0 \) for the electrochemical reaction of interest to be sure that the chosen electrode is suitable for such potentiometric measurements. However, there is a significant deficit of such information for high-temperature electrochemical systems.

At equilibrium, \( j = 0 \), and the potential difference will approach the equilibrium value, \( E^\circ \), so that Eq. (13) can be written...
The value $j_o$ is the exchange current density, which is an important characteristic of the electrochemical system and its reversibility. Taking into account that at equilibrium the bulk activities of O, $a_O$, and R, $a_R$, are the same as at the surface, Eq. (14) can be converted to the well-known Nernst equation:

$$E^\text{eq} = E^\circ + \frac{RT}{nF} \ln \left( \frac{a_O}{a_R} \right)$$

(15)

for the electrochemical reaction presented by Eq. (3). This equation forms the basis for potentiometric measurements so that electrode systems are often referred to as exhibiting Nernstian behavior or response during their calibration when the measured potential, $E^\text{eq}$, is a linear function of $\ln(a_O/a_R)$ with a “theoretical” slope of $RT/nF$ as dictated by Eq. (15).

Taking thermodynamics into account, the electric potential of an individual electrode, $E_i^{\circ}$, can be related to the Gibbs energy, $\Delta_r G_i$, of the corresponding electrochemical half-reaction as follows:

$$\Delta_r G_i = -z_i FE_i^{\circ}$$

(16)

where $z_i$ is the charge number of a half-cell electrochemical reaction. Conventionally, the standard values of both $\Delta_r G_i$ and $E_i^{\circ}$ are zero at all temperatures ($\Delta_r G_i^0 = 0$, $E_i^0 = 0$) for the hydrogen electrode reaction (HER), $2H^+ + 2e^- \leftrightarrow H_2(g)$, so that all other electrode potentials can be estimated with respect to the standard hydrogen electrode (SHE) scale. Note that by convention the Gibbs energy of formation of the electron is also assigned to be zero at all conditions so that the thermodynamic properties of the electron are never shown in connection with the electrochemical half-reactions.

A significant quantity of the standard electrode potentials, $E_i^0$, has been experimentally estimated at ambient conditions (25°C and 1 bar) [8]; however, only a limited number of $E_i^0$ values can be found at high temperatures and pressures [9]. Therefore, experimental studies to derive a comprehensive list of $E_i^0$ values for a wide range of temperatures are a serious challenge in high-temperature experimental electrochemistry.

In general, the open-circuit potential measured between two reversible electrodes, which is also called electromotive force, $E^\text{eq}$, is defined by the Nernst equation. A simplified form of this equation for the electrochemical reaction (3) was given by Eq. (15). In general, the Nernst equation relates the activities (and/or fugacities) of the substances or species, $a_i$, in the cell’s electrochemical reactions and the standard open-circuit potential, $E^0$, of the cell as:

$$E^\text{eq} = E^0 - \left( \frac{RT}{nF} \right) \sum v_i \ln a_i$$

(17)

where $v_i$ is the stoichiometric number of the overall cell reaction which is positive for products and negative for reactants; $n$ is the charge number of the cell reaction. Note that the current convention assumes that $E^\text{eq}$ is a difference between the right-hand side and the left-hand side terminals. The standard value of the open-circuit potential is directly connected to the standard Gibbs energy, $\Delta_r G^0$, of the chemical reaction, which takes place in the electrochemical system:

$$\Delta_r G^0 = -nFE^0$$

(18)
Because $E^\text{eq}$ is an experimentally measurable value and $E^0$ can be obtained using an appropriate extrapolation, $\Delta_r G^0$ can be, in principle, experimentally derived using a high-temperature potentiometric system, a system where the electrochemical reactions are reversible and the electrode potential difference should be measured using a high-impedance electrometer. Moreover, if $\Delta_r G^0$ can be calculated using available thermodynamic data, the activities (and/or fugacities) of the chemical species can be experimentally derived. Therefore, the high-temperature potentiometric measurements can be a powerful tool in studying a number of thermodynamic phenomena if (1) the electrode electrochemical reactions are reversible and (2) the high-temperature potential measurements are reliable and reproducible within a few millivolts or less. It should be mentioned that, if the high-temperature thermodynamic properties (the standard Gibbs energies and the activity/fugacity coefficients) are available for all species of an electrochemical reaction, both $E^0$ and $E^\text{eq}$ can be theoretically calculated and compared with observed potentiometric data. In this way, the reliability of an experimental potentiometric system can be confirmed.

For reliable high-temperature potentiometric studies, the measured open-circuit potential should be stable and reproducible within a few millivolts or less. Similar to the low-temperature electrochemical measurements, both the indicator and reference electrodes should be used in devising a high-temperature potentiometric cell. Both the electrochemical probes should be resistant to chemical degradation and pressure (mechanical) stress in high-temperature aqueous environment. The development of suitable indicator and reference electrodes that can reliably operate in aggressive high-temperature and high-pressure aqueous environment is still a challenge; this issue is addressed in Sects 10.2.1 and 10.2.2.

In high-temperature electrochemical kinetics studies, reactions at both electrodes are not at equilibrium, and there is consequently an overpotential ($E_i - E^\text{eq}_i$) on each of them. The potential difference measured between the two electrodes ($E - E^\text{eq}$) consists of the value of the two overpotentials, and it is not possible to determine the potential of the indicator electrode. Therefore, to obtain the potential value, a third so-called counter electrode must be used. In the three-electrode assembly, current flows between the indicator and the counter electrodes, and a high-impedance voltmeter is placed between the indicator and the reference electrodes to prevent any significant current flow through the reference electrode. In this case, the reference electrode shows a negligible overpotential and remains very close to its equilibrium value. In the described three-electrode device, the indicator electrode potential and its changes under electric current flow can be properly measured with respect to a reference potential, which should not be changed over the time of an electrochemical kinetics or corrosion study. In principle, the kind of material that is used for the counter electrode is not important, but one should make sure that a possible electrochemical degradation of the counter electrode will not contaminate the test solution. Also, the surface of the counter electrode should be sufficiently large to avoid a high current density at the electrode. Therefore, if one uses platinum foil or mesh for designing the counter electrode, no significant problem should occur. However, use of an appropriate reference electrode is probably the most significant challenge of the
electrochemical kinetics studies that are to be performed in high-temperature subcritical and supercritical aqueous solutions.

When current, \( I \), passes through an electrochemical system electrolyte, an ohmic resistance, \( R \), is observed between the electrodes inserted into the electrolyte. The \( IR \) drop is an ohmic voltage that originates from the electric current flowing in ionic solutions. In this case, the \( IR \) drop constitutes an unknown value and must be eliminated or minimized. A number of techniques can be applied to solve the undesirable problem of the \( IR \) drop.

One of the available approaches is to use the Luggin capillary, which is a tube made for high-temperature measurements from glass or Teflon at temperatures \(< 250^\circ C\) and ceramics at temperatures \(> 250^\circ C\). The end of the Luggin capillary is placed as close as possible to the test electrode surface, while the other end of the tube is electrically connected to another electrode compartment. If the Luggin capillary is filled with a high conductive electrolyte, the \( IR \) drop obviously decreases. Also, if a high-impedance voltmeter is used to prevent undesirable current flow through the Luggin capillary, the absence of current eliminates the \( IR \) drop and solves the problem in potentiometric studies.

Moreover, in the case of electrochemical kinetics and corrosion studies, some current should flow through the system and the \( IR \) drop is unavoidable and can be estimated using the current interruption technique [3].

Finally, in the case of the conductance studies, the \( IR \) drop is to be precisely measured and the measured conductivity of an electrochemical cell should be properly divided between the conductivity of solution and conductivity of other cell components including the electrode/solution interphases. Applying the electrochemical impedance spectroscopy can solve the problem of extracting the \( IR \) drop related only to aqueous solution from the measured total cell impedance [3].

10.2.1 High-temperature Reference Electrodes

As a minimum, a reference electrode must have a stable and reproducible potential during a course of measurement and the potential should not be changed if the test solution at the indicator electrode is varied. It is better if the reference electrode standard potential (with respect to the SHE scale) is thermodynamically defined. If the reference electrode solution is bridged into a test solution, then the diffusion (junction) potential between the test and reference solutions should be taken into account. A great deal of effort has been expended in recent years to develop a reliable and stable reference electrode that is suitable for measurements in high-temperature aqueous solutions. To date, two approaches have been employed for potentiometric measurements at elevated temperatures: (1) the use of an internal reference electrode operating within the high-temperature environment and (2) the use of an external reference electrode working at room temperature, but connected to the high-temperature environments by a nonisothermal electrolyte bridge. The first approach requires solving the well-known problem of the diffusion potential and the second approach additionally involves solving the problems of the thermal liquid junction and thermoelectric potentials. The nature of these and others undesirable potentials is considered in Sect. 10.2.3.

A number of electrochemical couples, such as Ag/AgCl, Ag/AgBr, Hg/Hg_2Cl_2, Hg/Hg_2SO_4, Ag/Ag_2SO_4, Hg/HgO, and
Pb/PbSO₄ have been tested for designing an internal high-temperature reference electrode. However, only the Ag/AgCl electrode [10] demonstrated the capability to be used at temperatures up to about 275 °C for a limited period of time. The reversible electrochemical reaction that takes place at the Ag/AgCl electrode is as follows: \( \text{AgCl(s) + e}^- \leftrightarrow \text{Ag(s) + Cl}^- \text{(aq)} \) and the corresponding equation for the electrode potential, \( E^\text{eq}_{\text{Ag}/\text{AgCl}} \), can be constructed by using Eq. (16):

\[
E^\text{eq}_{\text{Ag}/\text{AgCl}} = E^{0}_{\text{Ag}/\text{AgCl}} - \left( \frac{RT}{F} \right) \ln(a_{\text{Cl}^-})
\]

where \( a_{\text{Cl}^-} \) is the activity of the \( \text{Cl}^- \text{(aq)} \) ions and \( E^{0}_{\text{Ag}/\text{AgCl}} \) is the standard electrode potential, which can be thermodynamically calculated if the standard Gibbs energies of formation, \( \Delta_f G^0_i \), for all species involved in the electrochemical reaction are known:

\[
E^{0}_{\text{Ag}/\text{AgCl}} = - \frac{\Delta_r G^0_{\text{Ag}/\text{AgCl}}}{F} = - \frac{\left( \Delta_f G^0_{\text{Ag}} + \Delta_f G^0_{\text{Cl}^-} - \Delta_f G^0_{\text{AgCl}} \right)}{F}
\]

While all necessary thermodynamic properties for calculating \( E^{0}_{\text{Ag}/\text{AgCl}} \) are available, no reliable high-temperature internal reference electrode has been developed for a temperature range above 300 °C, apparently because of a chemical degradation process of the Ag/AgCl electrochemical couple in a hydrothermal environment. Therefore, no reliable studies have been carried out to find a suitable internal reference electrode that can be employed in high-temperature subcritical and supercritical aqueous solutions.

The chemical stability problem of the internal reference electrode was resolved by the development of the external (pressure-balanced) reference electrode, in which the electrochemical couple (e.g. Ag/AgCl) is maintained at ambient temperature and is connected to the high-temperature zone by a nonisothermal electrolyte bridge [11]. While this approach overcomes the stability and chemical degradation problems, it introduces the problem of the Soret effect. The Soret effect arises from a coupling between irreversible processes of the heat and mass transport along the nonisothermal electrolyte bridge and generates an additional thermal diffusion potential (a function of temperature, composition, and time) that can be substantial in magnitude. One of the latest designs of the external reference electrode applies a flow-through technique [12], which minimizes interference from contaminants (e.g. corrosion products) and from the Soret effect, thereby providing a stable and highly accurate reference potential within a couple of millivolts or less. However, an additional streaming potential is generated if an electrolyte solution flows through a tiny capillary channel. This potential should also be taken into account.

The flow-through external reference electrode can be used at any desirable temperature and pressure (until the aqueous solution is sufficiently conductive), and the stability of the electrode potential does not depend on the state parameters. This statement has experimentally been confirmed at temperatures from 25 to 400 °C and pressures up to 350 bar. The specific feature of the flow-through external reference electrode is that the reference solution flows through the electrode at a constant velocity. Therefore, the concentration of solution across the thermal...
Figure 1: Flow-through external reference electrode [12, 13].

The potential of the flow-through external reference electrode was found to be stable within 1–3 mV as long as the reference electrode solution pumps through, using a high-pressure chromatography pump. The need to use a high-pressure pump for operating the flow-through reference electrode is a disadvantage of this technique. A schematic of the extensively tested flow-through external reference electrode is presented in Fig. 1.

In conclusion, while a reliable flow-through external reference electrode has been successfully developed, there is still the pressing need for the development of a robust internal reference electrode, which could reliably operate in high-temperature subcritical and supercritical aqueous solutions.

10.2.2 High-temperature Indicator Electrodes

The indicator electrode must have a stable and reproducible potential for a course of measurement and should be able to respond in a Nernstian manner to varying conditions in the high-temperature aqueous environment. In other words, the activity of the dissolved species, \( a_i \), and the standard open-circuit potential, \( E^0 \), should be, in principle, definable by measuring the open-circuit potential between the indicator and reference electrodes and applying the Nernst equation (17).

While a number of the indicator electrodes have been tested for operation over a wide range of temperatures, only the
platinum/hydrogen, Pt(H₂), and the YSZ electrode with mercury/mercury oxide electrochemical couple, YSZ(Hg/HgO), were found to be capable of operating in the Nernstian manner at temperatures up to 400 °C. The corresponding electrochemical reversible reactions that take place at the Pt(H₂) and YSZ(Hg/HgO) electrodes are, respectively, \(2H^+(aq) + 2e^- \leftrightarrow H_2(g)\) and \(2H^+(aq) + 2e^- + HgO(s) \leftrightarrow Hg(l) + H_2O(l)\). The corresponding equations for the electrode potentials of the Pt(H₂) and YSZ(Hg/HgO) electrodes can be written using Eq. (16) as follows:

\[
E_{\text{eq}}^{\text{Pt(H}_2\text{)}} = \left(\frac{RT}{2F}\right) \ln \left(\frac{a_{H^+}^{2}f_{H_2}}{f_{H_2}}\right) \quad (21)
\]

\[
E_{\text{eq}}^{\text{YSZ(Hg/HgO)}} = E_{\text{YSZ(Hg/HgO)}}^0 + \left(\frac{RT}{2F}\right) \ln \left(\frac{a_{H^+}{2}}{a_{H_2O}}\right) \quad (22)
\]

where \(E_{\text{YSZ(Hg/HgO)}}^0\) is the standard YSZ(Hg/HgO) electrode potential, which does not depend on the solution composition but depends on the standard Gibbs energies of formation, \(\Delta_f G^0_i\), of the species involved in the electrochemical reaction [H⁺ (aq), HgO(s), Hg(l), and H₂O(l)];

\[
E_{\text{YSZ(Hg/HgO)}}^0 = -\frac{\Delta_f G_{\text{YSZ(Hg/HgO)}}^0}{2F} = \frac{\left(\Delta_f G_{\text{HgO}}^0 + \Delta_f G_{\text{Hg}}^0 - \Delta_f G_{\text{H}_2O}^0 - 2\Delta_f G_{\text{H}_2}^0\right)}{2F} \quad (23)
\]

Note that \(\Delta_f G_{\text{H}_2}^0\) and \(\Delta_f G_{\text{H}_2O}^0\) are zero at any temperature, so \(E_{\text{YSZ(Hg/HgO)}}^0 = 0\) and therefore does not come up in Eq. (21). Also, it should be mentioned that \(E_{\text{YSZ(Hg/HgO)}}^0\) does not depend on the YSZ membrane properties and the only requirement is a sufficient \(O^{2-}\) conductivity at the temperature of interest. It was experimentally found that when using a modern high-impedance (\(>10^{14}\Omega\)) electrometer the lowest temperature for using an YSZ membrane can be around 100 °C. Therefore, the YSZ(Hg/HgO) electrode cannot be practically used at temperatures below 100 °C.

The Pt(H₂) indicator electrode has been widely used in measuring pH in the concentration cells at temperatures below 300 °C [2, 14] and in the flow-through electrochemical systems at temperatures up to 400 °C [13]. The schematic of the flow-through Pt(H₂) electrode, which has been used together with the flow-through reference electrode described above, is given in Fig. 2 [13]. The YSZ(Hg/HgO) indicator

![Fig. 2 Flow-through Pt(H₂) electrode [13]](image)
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electrode has also been used in both the static systems [15] at temperatures up to 450°C and flow-through electrochemical cells at temperatures up to about 400 °C [16, 17]. Both electrodes were found to be Nernstian and capable of measuring the electrode potential to a precision of less than ±5 mV. The main disadvantage of the Pt(H2) electrode is that the reversibility of the electrode can be significantly damaged by certain “poisons” that interfere with the normal operation of the hydrogen electrode. Also, the fugacity of H2 should be well established for estimating the activity of H+ (aq) using Eq. (21). The main disadvantage of the YSZ(Hg/HgO) electrode is the relative complexity of the design. Also, the activity of H2O should be known for calculating the activity of H+ (aq) using Eq. (22). In addition, the chemical stability of the commercially available membrane is not still sufficient if the electrode is to be used in an aggressive, high-temperature, aqueous environment [16]. Note that other electrochemical couples (e.g. Cu/CuO) have been tested to be incorporated into the YSZ indicator electrode but have not demonstrated the necessary chemical stability as the Hg/HgO electrochemical couple did. The design of the flow-through YSZ(Hg/HgO) indicator electrode, which has been used together

![Diagram](image.jpg)

**Fig. 3** Flow-through YSZ(Hg/HgO) electrode [16, 18].
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with the above-described flow-through reference electrode, is given in Fig. 3 [16, 18].

The usefulness of a number of metal/metal-oxide (e.g. Ir/IrO$_2$, Zr/ZrO$_2$, W/WO$_2$, etc.) electrodes and the glass electrode has been tested over a wide range of temperatures. However, the existence of the Nernstian behavior has not been well demonstrated yet. The glass electrode can probably be employed at temperatures up to about 200°C but was found to be impractical owing to an inconvenient design for high-temperature subcritical and supercritical aqueous solutions.

10.2.3 Undesirable Potentials

The diffusion ($E_D$), thermal diffusion ($E_{TD}$), thermoelectric ($E_{TE}$), and streaming ($E_{STR}$) potentials are the potentials that are not desirable in the potentiometric measurements but can occur. If these phenomena have an effect, they should be taken into account to correctly translate the measured open-circuit potential to thermodynamic properties of the electrochemical system using a generalized Nernst equation:

$$E = E^0 - \left( \frac{RT}{nF} \right) \sum v_i \ln a_i + (E_D + E_{TD} + E_{TE} + E_{STR})$$

Note that the above-mentioned phenomena are irreversible in nature and can be properly understood on the basis of the linear irreversible thermodynamics. The diffusion potential, $E_D$, arises if two solutions are in contact. This phenomenon is a result of the different mobility properties of the ion species and can theoretically be estimated if the individual ion electric conductivities and activities of the species are known. The diffusion potential should be either minimized or calculated if the necessary properties of the species are available. Apparently, $E_D$ can be a small value in high subcritical and supercritical aqueous solutions. However, this assumption should be carefully confirmed before applying it to a particular high-temperature liquid junction. At temperatures below 350°C, if $E_D$ is not minimized, it could be as substantial as 30 mV or larger [12]. Reliable estimation of the diffusion potential is a serious challenge in high-temperature electrochemical studies.

The thermal diffusion potential, $E_{TD}$, arises if an electrochemical system is nonisothermal. This phenomenon is due to the heat transport of ionic species and can be taken into account if the individual ion entropy of transport, conductivity, and activity coefficients of the species of interest are known. Therefore, the thermal diffusion potential depends on the temperature, pressure, and composition of the electrolyte liquid junction. Also, $E_{TD}$ is a function of the temperature gradient and can be a substantial value from tens to hundreds of millivolts [19].

The thermoelectric potential, $E_{TE}$, is due to the heat transport of the electrons and arises if an electron conductor (usually a wire) is in nonisothermal condition. $E_{TE}$ is a function of the temperature gradient and, for the most common wire materials, is usually up to a few millivolts. $E_{TE}$ can be calculated over a wide range of temperatures for most of the wire materials such as Pt, Ag, Cu, Fe, Ni, and so on [13].

The electric potential which is set up in a capillary channel (or porous material) at zero electric current, owing to a material flow of solution, is called the streaming potential, $E_{STR}$. The streaming potential depends on (1) capillary channel material, (2) composition of flowing
solution, (3) solution flow rate, and (4) temperature. Presently, there are no data to theoretically evaluate $E_{STR}$ at high temperatures. However, if the flow rate is sufficiently low there is a linear dependency between the streaming potential and flow rate and this linear dependence can be used to eliminate $E_{STR}$ by extrapolating the measured potentials to zero flow rate [13].

10.2.4 High-temperature Reference and Buffer Solutions

For assessing the viability and accuracy of high-temperature potentiometric measurements, the reference systems should be used. If Pt(H$_2$) or YSZ(Hg/HgO) electrodes are used as the indicator electrodes, an aqueous solution with well-known activity of H$^+$ (aq) should be used as the reference systems. At temperatures below 250°C, the dilute aqueous solutions of strong acids and bases, such as HCl(aq) or NaOH(aq), can be employed to precisely calculate the activity of H$^+$ (aq) so that the measured potential can be compared with the calculated one within a few millivolts or less. If HCl(aq) or NaOH(aq) is to be used at temperatures above 250°C, the association constants of the electrolytes should be taken into account. Furthermore, at these temperatures, the precision of the calculated activities of H$^+$ (aq) can be decreased. However, even in the low-density, supercritical aqueous solution, a reference system, which consists of a couple of three-component aqueous solutions, can be found to test the accuracy of the Pt(H$_2$) or YSZ(Hg/HgO) electrodes within about ±3 mV. Each of the three-component aqueous solutions consists of NaCl and either HCl or NaOH such that the concentration of NaCl is significantly greater than the concentration of another solute (such as HCl or NaOH). The approach was theoretically and experimentally confirmed at temperatures up to 400°C and densities down to 0.17 g cm$^{-3}$ and does not require any knowledge of the association constants [20].

The buffer solutions play a significant role in low-temperature potentiometric and electrochemical kinetics measurements. It is highly desirable to estimate a set of the buffer solutions that can be used at temperatures above 100°C. Thus far, little has been done for developing a necessary set of high-temperature buffer systems. However, aqueous 0.05 mol kg$^{-1}$ potassium hydrogen phthalate solution has been shown as an appropriate buffer system to be used at temperatures up to about 225°C [21].

10.3 High-temperature Potentiometry

During the last 30 years, Oak Ridge National Laboratory (ORNL) and others have used the hydrogen-electrode concentration cells (HECC) [14] for potentiometric measurements of homogeneous [22] and heterogeneous [23] protolytic aqueous systems to 300°C over a wide range of ionic strength. Many acid–base, metal ion hydrolysis, metal complexation, metal-oxide solubility, and surface adsorption reactions have been studied using this technique [22, 23]. The most recent design of the stirred HECC is described in Ref. 14.

While the electrochemical experimental techniques used at temperatures below 300°C are out of the scope of this chapter, a brief description of the HECC will be given below, owing to the significance
of this system [2, 14]. The HECC pressure vessel is usually machined from Hastelloy B, which was chosen for its resistance to corrosion, especially stress cracking in the presence of chloride, and hydrogen embrittlement. Two concentric internal cups are machined from Teflon with the smaller, inner compartment containing a reference solution whose acidity or basicity is fixed by a known “stoichiometric” amount of a strong acid or strong base, or buffer. The H₂(g) pressure is the same throughout the cell so that the pH measurements do not require knowledge of the partial pressure of hydrogen, which is fixed by conducting at least five pressurizations and release cycles at room temperature to purge the cell of free oxygen. The final pressure of H₂(g) is typically 1–3 MPa. The cell is then heated in an oil bath or furnace to the desired temperature while the solutions in both compartments are stirred magnetically. A liquid junction is maintained between the two solutions using a small porous plug of Teflon compressed into a hole in the bottom of the reference cup. Titrations are conducted by injection of a titrant through PEEK (polyetheretherketone) (at low temperature) and platinum lines (at high temperature) from a calibrated Zircalloy positive-displacement pump. The electrochemical diagram of the HECC is as follows:

\[
\text{Cu} | \text{Pt(H}_2\text{)} | \text{Reference H}^+ (\text{aq})/\text{H}_2(\text{aq})
\]

Solution 1 || Indicator H⁺(aq)/H₂(aq)

Solution 2 | Pt(H₂) | Cu

where a single vertical bar represents a phase boundary and a double vertical bar represents the liquid junction between miscible liquids. Using the generalized Nernst equation (24), the open-circuit potential, \(E_{\text{HECC}}\), can be presented as follows:

\[
E_{\text{HECC}} = \left(\frac{RT}{F}\right) \ln \left(\frac{(a_{\text{H}^+})_2}{(a_{\text{H}^+})_1}\right) + E_D
\]

(26)

where \(a_{\text{H}^+}\) is the activity of the hydrogen ion related to the molal concentration scale. In Eq. (26), the subscripts 1 and 2 symbolize the reference and indicator electrode solutions, respectively, and \(E_D\) is the liquid junction potential to be theoretically calculated. Fundamental to the operation of the HECC is that both solutions be maintained at the same ionic strength by the addition of a strong “supporting or inert” electrolyte, such as NaCl or NaF. This is crucial to the assumption that the activity coefficient of the hydrogen ions is the same in both compartments of the cell and the value of \(E_D\) is minimized by the predominance of the same ions on both sides of the junction. The precision of potentiometric measurements carried out using the HECC system is generally less than ±0.1 V for well-behaved electrolyte solutions.

The hydrogen concentration cells described above cannot be used at temperatures above 300 °C because Teflon loses its thermal stability. However, a flow-through potentiometric system can be used [13, 16] and allows the high-temperature potentiometric measurements in high-temperature subcritical and supercritical aqueous solutions. A schematic of the electrochemical cell is shown in Fig. 4 [16]. The cell is machined using a corrosion-resistant alloy and has four ports into which different components can be sealed for use at high pressures and temperatures. The components include a flow-through external Ag/AgCl reference electrode, a flow-through Pt(H₂) indicator electrode, a flow-through YSZ(Hg/HgO)
indicator electrode, and a thermocouple. The design has a four-way, once-through, pumped fluid circulation system that can pump fluid through the electrodes at rates faster than thermal diffusion so that no concentration gradients result from the Soret effect. Only the sensing portion of the system needs to be, and is, maintained at controlled temperatures and pressures. The purity and concentration of the solutions are maintained by relatively rapid flow. Therefore, contamination is minimized by this flow, and hence, dissolution and corrosion of the system are significantly reduced. Because the low-temperature input flow is only in contact with glass, Teflon, and PEEK tubes (which all have high corrosion resistance) and the high-temperature outflow is only in contact with zirconia and platinum, significant control is achieved on the solution composition at the sensing portion of the system. Use of the above-mentioned materials is a crucial requirement for accurate high-temperature potentiometric measurements. The achieved precision of the potentiometric measurements, using the flow-through electrochemical cell, is found to be \(\pm 5\) mV or less. As an example, employing the system described above, the association constants of HCl(aq) at temperatures from 300 to 400 °C were recently obtained [16, 17]. Also, using both the Pt(H\(_2\)) and YSZ(Hg/HgO) electrodes the Henry’s constant of H\(_2\)(aq) was obtained at temperatures between 300 and 450 °C [15, 24]. Therefore, it was found that reliable potentiometric data could be obtained using an YSZ (Hg/HgO) electrode at temperatures up to 450 °C and densities down to 0.1 g cm\(^{-3}\). An electrochemical diagram of the nonisothermal electrochemical system...
(thermocell) described above, which consists of the flow-through external Ag/AgCl reference electrode and a flow-through YSZ(Hg/HgO) electrode, can be presented as follows:

\[
(T_1)\text{Cu}|\text{Ag}|\text{AgCl}||\text{Reference Electrode}|
\]

Reference Solution . . . \((T_2)\)

Reference Solution||Indicator Solution

\text{Hg}|\text{Pt} . . . (T_1)\text{Pt}|\text{Cu}

\text{(27)}

where \(T_1\) is the ambient temperature and \(T_2\) is an elevated temperature higher than \(T_1\). Note that \(\text{Cu}\) in Eq. (27) represents the wires connecting the terminals of the system to an electrometer. The open-circuit potential of the thermocell, \(E_{TC}\), can be expressed as:

\[
E_{TC} = [E_0^{YSZ}(Hg/HgO)]_{T_2} - [E_0^{Ag/AgCl}]_{T_1}
+ \frac{RT_2}{F} \ln\left(\frac{a_{H^+}}{a_{H_2O}^{0.5}}\right)
+ \frac{RT_1}{F} \ln\left(\frac{a_{Cl^-}}{a_{OH^-}^{0.5}}\right)
+ E_D + E_{TD} + E_{TE} + E_{STR}
\]

\text{(28)}

where the subscripts \(T_1\) and \(T_2\) symbolize the ambient and elevated temperatures respectively. Note that one of the disadvantages of the flow-through electrochemical system is the existence of the streaming potential, which should be taken into account for accurate potentiometric studies. To eliminate \(E_{STR}\), it is necessary to extrapolate the measured open-circuit potentials to zero flow rate. Therefore, at least four experimental points should be measured for providing a reliable linear extrapolation.

A flow-through thermocell, similar to that described in Refs 13, 16, was recently reported in Ref. 25. The reference Pt(H_2) electrode was maintained at ambient temperature with the flow of both reference and test solutions coming from opposite ends of the cell past each electrode. The authors used the flow-through thermocell to measure the acid dissociation constant for phenol to 400°C and 34.9 MPa [26]. Hence, it was firmly proved that the flow-through potentiometric technique could be used at temperatures up to 400°C and densities down to 0.2 g m\(^{-3}\).

10.4 High-temperature pH Measurements

Perhaps the most important parameter in defining the chemical properties of high-temperature solutions is the pH = \(-\lg(a_{H^+})\), which is of critical importance in understanding such high-temperature processes as acid–base equilibria, metal ion hydrolysis, metal complexation, salt solubility, and so on.

The definition of pH by the International Union of Pure and Applied Chemistry (IUPAC) is as follows:

\[
pH = -\lg(m_{H^+}\gamma_{H^+})
\]

\text{(29)}

where \(m_{H^+}\) and \(\gamma_{H^+}\) are, respectively, the molal concentration and activity coefficient of the H\(^+\)(aq) ion. Because \(\gamma_{H^+}\) is an unmeasurable quantity, pH is defined operationally in terms of the method used to measure it by means of the electrochemical cell. The IUPAC recommendation [8] is to use the following cell for pH measurements:

\[
\text{Cu}|\text{Reference Electrode}|\text{KCl Solution (> 3.5 mol kg\(^{-1}\))}|\text{H}^+\text{(aq) Solution} S|\text{H}_2|\text{Pt}|\text{Cu}
\]

\text{(30)}
which can be used at temperatures below 100 °C. Solution $S$ in Eq. (30) is a standard reference solution or a buffer solution. At temperatures from 0 to 95 °C, 22 standard reference solutions were recommended by IUPAC [8]. Each of the solutions is assigned to a specific pH value at a given temperature between 0 and 95 °C. The pH of an arbitrary solution $X$, denoted by pH($X$), is defined in relation to the pH of a standard reference solution $S$, denoted by pH($S$), as:

$$\text{pH}(X) - \text{pH}(S) = -\frac{E(X) - E(S)}{RT/F} \ln 10 \quad (31)$$

where $E(S)$ is the open-circuit potential of the cell (30) and $E(X)$ is the open-circuit potential of a similar cell as follows:

$$\text{Cu|Reference Electrode|KCl Solution (}>3.5 \text{ mol kg}^{-1}||\text{H}^+ (aq) \text{Solution}}$$

$$\text{X|H}_2\text{Pt|Cu} \quad (32)$$

In practice, a glass electrode is almost always used in place of the Pt(H2) electrode. A glass electrode has a deviation from the H$^+$ (aq) ion response function (non-Nernstian behavior) and, therefore, should be calibrated using a set of the standard (buffer) solutions.

While the above approach works very well at temperatures below 100 °C, it is difficult to apply the IUPAC recommendations at temperatures above 100 °C when a high-temperature system should be pressurized. Definitely, at temperatures below 300 °C the HECC represented by (25) can be employed for pH measurements in the solutions where the half-reaction of the Pt(H2) electrode is a reversible process. Accuracy of the measurements could be ±0.01 pH units and is mainly limited from estimating the diffusion potential in Eq. (26).

At temperatures from 100 to 400 °C, the flow-through electrochemical system described in Refs 13, 16 was demonstrated as an appropriate device for high-temperature pH measurements achieving an accuracy of about ±0.05 pH units. However, this level of precision can be obtained only if an extrapolation to zero flow rate is carried out. Therefore, a few experimental points should be picked up for a reliable extrapolation, and this approach is a time-consuming procedure. Another approach, which was recently developed using the same device for a faster high-temperature pH measurement, introduces a calibration coefficient, $\alpha$, which takes into account the irreversible thermodynamic contributions that are presented in Eq. (24). If a flow-through YSZ(Hg/HgO) probe is used as a pH-sensing indicator electrode, the pH value of a test solution $X$ can be evaluated using the following expression [27]:

$$\text{pH}(X) - \text{pH}(S) = -\alpha \frac{E(X) - E(S)}{2.303RT/F}$$

$$- \frac{1}{2} \ln \left( \frac{a_{\text{H}_2\text{O}}(S)}{a_{\text{H}_2\text{O}}(X)} \right) + \frac{E_d(X) - E_d(S)}{2.303RT/F} \quad (33)$$

where $S$ denotes the standard solution, $E(X)$ and $E(S)$ are, respectively, the open-circuit potential for solutions $X$ and $S$, $a_{\text{H}_2\text{O}}(X)$ and $a_{\text{H}_2\text{O}}(S)$ are, respectively, activities of water of solutions $X$ and $S$, and $E_d(X)$ and $E_d(S)$ are, respectively, the diffusion potentials of solutions $X$ and $S$ with respect to the reference electrode potential. The calibration coefficient, $\alpha$, should be estimated in a range of pH of interest using reference systems or buffer solutions as described in Sect. 10.2.4. The approach has been tested so far for a temperature range up to about 300 °C [27] and additional efforts are needed to find
10.6 High-temperature Electrochemical Kinetics and Corrosion

A systematic understanding of the electrochemical kinetics and mechanisms of electrochemical reactions, including corrosion processes, requires the measurements of the appropriate electrochemical kinetic parameters in Eqs (13) and (14). In particular, there is a significant scarcity of the key electrochemical kinetic parameters, the exchange current densities \( j_o \) and the reduction \( \alpha_{\text{red}} \) and oxidation \( \alpha_{\text{oxid}} \) transfer coefficients, for charge-transfer reactions. It turns out that even the most important HER and oxygen electrode reaction (OER) have rarely been systematically studied at temperatures above 100 °C. The reason for this state of research is not difficult to determine – the electrochemical kinetic measurements are currently not easy to perform at elevated temperatures and few of the available electrochemical sensors and/or systems are now available for performing high-quality electrochemical kinetics and corrosion experiments. Most of the electrochemical
kinetics reactions and corrosion processes are heterogeneous processes, and obtained experimental data reflect both the mass-transfer and charge-transfer phenomena. However, the above-mentioned parameters \( j_0, \alpha_{\text{red}}, \alpha_{\text{oxd}} \) are strictly charge transfer in nature, and it is necessary to delineate these phenomena in any electrochemical kinetics or corrosion experiment. To solve the problem, one needs to carry out the electrochemical kinetics or corrosion studies under well-defined hydrodynamic conditions. Nevertheless, the traditional rotating-disk (ring) electrochemical system, which has been widely used at low temperatures, has not been well implemented in high-temperature electrochemical studies yet. Thus far, only a few controlled hydrodynamic systems for the measurement of electrochemical kinetic parameters have been tested at temperatures below 300 °C (where Teflon is still mechanically stable). Although a recent study of the HER on mercury in HCl(aq) solutions has been carried out at temperatures up to 300 °C [30], it will be difficult to extend the temperature range beyond the temperature limit. In addition, a high-temperature wall-tube electrode cell for electrochemical kinetic studies at temperatures up to 200 °C has been described in Ref. 31. This technique could probably be used for electrochemical kinetics studies at higher temperatures, but has not been tested yet at temperatures above 200 °C. Another high-temperature tubular, flow-through electrochemical system has been designed to operate at temperatures up to about 250 °C [32, 33], and this approach looks promising for use in high-temperature subcritical and supercritical aqueous systems.

It turns out that so far only very few electrochemical kinetics studies have been carried out at temperatures above 300 °C. In Ref. 34, the authors reported a study in which well-defined steady-state cyclic voltammetry was applied to learn a number of electrochemical reactions in near-critical and supercritical fluids at temperatures up to 385 °C [34].

In another study [35], the electrochemical emission spectroscopy (electrochemical noise) was implemented at temperatures up to 390 °C. It is well known that the electrochemical systems demonstrate apparently random fluctuations in current and potential around their open-circuit values, and these current and potential noise signals contain valuable electrochemical kinetics information. The value of this technique lies in its simplicity and, therefore, it can be considered for high-temperature implementation. The approach requires no reference electrode but instead employs two identical electrodes of the metal or alloy under study. Also, in the same study electrochemical noise sensors have been shown in Ref. 35 to measure electrochemical kinetics and corrosion rates in subcritical and supercritical hydrothermal systems. Moreover, the instrument shown in Fig. 5 has been tested in flowing aqueous solutions at temperatures ranging from 150 to 390 °C and pressure of 25 MPa. It turns out that the rate of the electrochemical reaction, in principle, can be estimated in hydrothermal systems by simultaneously measuring the coupled electrochemical noise potential and current. Although the electrochemical noise analysis has yet to be rendered quantitative, in the sense that a determination relationship between the experimentally measured noise and the rate of the electrochemical reaction has not been finally established, the results obtained thus far [35] demonstrate that this method is an effective tool for
studying the electrochemical kinetics phenomena in high-temperature subcritical and supercritical aqueous solutions.

In conclusion, it should be mentioned that the electrochemical kinetics of high-temperature subcritical and supercritical aqueous systems is an underdeveloped field of research, and a significant effort is still needed to make this a reliable and well-understood approach. Also, in regard to the electrochemical emission spectroscopy method to be used in supercritical conditions, a basic understanding of the phenomenon of electrochemical noise is still required before such information can be applied to practical systems. To our knowledge, no reliable electrochemical corrosion technique has been developed thus far, and it is obvious that little progress can be achieved in studying the electrochemically driven corrosion processes that occur in high-temperature subcritical and supercritical aqueous systems until a well-defined electrochemical kinetics instrument is finally developed.
10.7
High-temperature Electrical Conductance Techniques

The ionic conductivity measurements in aqueous solutions under ambient conditions are relatively simple. However, in order to extend the conductivity tests to a high-temperature region, specialized techniques are required. A detailed description of the available techniques for the conductance studies in high-temperature subcritical and supercritical aqueous solutions was recently reviewed in detail [22, 36]. The experimental challenges of high-temperature conductivity measurements include the need to use noncorrosive materials, accurately control temperature and pressure, and use a thermally stable and chemically inert isolating material. The first experimental conductivity systems had a static design and did not allow the study of high-temperature aqueous solutions both at low concentrations (<$10^{-5}$ mol kg$^{-1}$) and close to the critical point of water. However, accurate conductance values for dilute solutions are essential if one wants to calculate the ion association constants. Also, the physical chemistry of aqueous solutions near critical point is an important area of research for a number of applications. Thus, to overcome the static design challenges, a flow-through conductance system for high-temperature applications has been recently developed. The modest system design is described in Ref. 37. The flow-through cell allows rapid and accurate electric conductance measurements in high-temperature subcritical and supercritical aqueous solutions with concentration as low as $10^{-8}$ mol kg$^{-1}$, and even in the vicinity of the critical point of water. The cell is constructed from a platinum/rhodium cup, an outer electrode, and gold soldered to platinum/rhodium tubing, which is used as an inlet tube (Fig. 6). At the edge of the cup an annealed gold washer is located. The washer is on the top of a sapphire disc insulator, through which is connected the inner electrode and a platinum/rhodium tube. The inner electrode tube is gold-filled at one end. Two small holes on the other end act as the solution outlet. A particular feature of the cell is that the permanent solution flow sweeps the contaminants dissolving from the sapphire insulator out of the measuring zone and, thus, minimizing the adsorption of undesirable species on the cell surface. In tests, a significant improvement in speed and accuracy was achieved by employing

![Fig. 6 Cross section of a high-precision conductivity cell [37]: B1, B2, and B3 are cylindrical titanium blocks; B4 is a titanium sleeve; PC is the platinum cup; D is the diamond shield; S are the sapphire insulators; H is a hole for the solution exit; GW are the gold washers; CW are the carbon (graphite) washers; PE is the platinum electrode; and LB is a titanium screw.](image-url)
10.8 Conclusions

Advances in electrochemical techniques for studying high-temperature subcritical and supercritical aqueous solutions with emphasis on new cell configurations and electrodes have been reviewed in this chapter. Whereas the standard electrode potentials of many half-cell reactions have been known at ambient conditions and can be easily found in a number of reference books, almost none of them are documented for a region of high-temperature subcritical and supercritical conditions. Therefore, the creation of well-established approaches for developing a comprehensive list of the standard potentials measured over a wide range of temperatures remains a challenge for high-temperature experimental electrochemistry. The recently developed instruments for potentiometric studies at temperatures above 300 °C can be useful for developing such a database.

Although a suitable external Ag/AgCl reference electrode has been successfully developed for operating in high-temperature subcritical and supercritical aqueous solutions, more efforts should be made to develop a stable internal reference electrode which would reliably operate at temperatures above 300 °C. It seems that the development of an appropriate reference electrode is probably the most significant challenge if the electrochemical studies are to be performed in high-temperature subcritical and supercritical aqueous solutions.

Also, the development of a reliable and convenient pH sensor electrode that can operate reproducibly at temperatures above 300 °C also remains a goal of experimental electrochemistry. The desirable high-temperature pH sensor must provide a known, stable, and reproducible potential during the course of the measurement, which may involve long periods of time and harsh environments (oxidizing, reducing thermal shocks, etc.). Even though the recently developed flow-through YSZ(Hg/HgO) electrode can now be used at temperatures up to 400 °C, substantial effort is still needed to provide accurate laboratory-scale pH measurements to these extreme temperatures and to develop a rugged version of this electrode for industrial applications. In addition, reliable estimation of the diffusion and other undesirable potentials is a serious challenge in high-temperature electrochemical studies.

If one wants to obtain a comprehensive understanding of the interaction between a metal (or metal alloy) and a hydrothermal solution, then electrochemical kinetics and/or corrosion studies must be carried out. In particular, an electrochemical system capable of reliably operating at temperatures above 300 °C should be developed. It is a matter of fact that there are almost no data on the exchange current densities and the anodic and cathodic transfer coefficients for even the most fundamental electrochemical reaction in high-temperature subcritical and supercritical aqueous systems. Even the primary HERs and OERs have been poorly studied at temperatures above 100 °C. Therefore, the creation of a well-established method for measuring electrochemical kinetics and corrosion processes over a wide range
of temperatures remains a serious and unresolved experimental problem. Also, the proper control of the mass transport processes in electrochemical kinetics and corrosion experiments seems to be one of the main challenges of high-temperature electrochemical studies.

The buffer and reference solutions are necessary for high-quality potentiometric and electrochemical kinetics measurements, and it is highly desirable to estimate a set of the buffer solutions that can be used at temperatures above 100 °C. Thus far, little has been done for developing a necessary set of the high-temperature buffer systems.

In order to understand the surface chemistry at a solid oxide/water interface, high-temperature electrokinetic studies should be carried out. Recently, micro-electrophoretic studies of the ZrO$_2$- and TiO$_2$-water suspensions to 200 °C showed that such measurements are possible, but substantial effort will be needed to extend these measurements to a temperature range above 300 °C. In addition, a possibility to study nanoparticulate aqueous suspensions at high temperatures would be very beneficial.

With regard to electric conductance measurements, significant progress has recently been achieved to accurately study aqueous solutions in high-temperature subcritical and supercritical conditions, and this method can now be considered a reliable approach for learning relatively simple chemical equilibria in the region of the critical point of water.
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11.1 Introduction

Etching of semiconductor crystal in solutions, that is, wet etching, is a dissolution process to uniformly or preferentially remove material from the crystal surface. The etching of silicon in solutions, with its large range of etch rates and great selectivity with respect to orientation, doping type and concentration, and foreign materials, has been widely used for micromachining, delineation of defects, surface cleaning and polishing, and so on, in silicon technology [1–3]. It will retain its importance in the future as silicon continues to be the mainstream material for new generations of electronic devices [4–6].

Numerous etching solutions and processes have been developed for silicon etching, which can be grouped into three major categories according to relative etching rates on surfaces of different crystallographic orientations and the uniformity of the etched surface: (1) isotropic etching system, represented by HF−HNO₃, (2) anisotropic etching system, represented by alkaline solutions, and (3) defect etching system, represented by HF−CrO₃ solutions as illustrated in Fig. 1. In each of these systems, a range of factors, such as illumination, potential, temperature, surface patterning, and so on, can be controlled to obtain the desired etch rate, surface condition, etched profile, and so on [3].

Wet etching is an electrochemical process in which charge-transfer process is involved across the crystal/solution interface. During etching, a reaction of oxidation of surface atoms of the crystal and a reaction of reduction of some chemical species in the solution concurrently occur. There can be three distinctive modes of the charge-transfer process during etching as illustrated in Fig. 2: (1) a net current passes through the global crystal/solution interface, (2) no net current passes through the global crystal/solution interface but currents flow within localized areas of the crystal and solution, (3) no current is involved anywhere in the crystal and solution beyond the scale of individual atoms. In the case of (1) the crystal has to be polarized by imposing a potential through an external circuit and the reduction reaction occurs on an electrode separated from the etching crystal. In the case of (2) and (3) no external polarization is required as the oxidation and reduction both occur at the open-circuit potential (OCP) on the same crystal surface. However, in case (2) the oxidation and reduction involve different surface atoms, while in case (3), both the oxidation and reduction reactions occur at the same surface atom.
The processes in (1) and (2), involve a charge carrier on the surface, and depend on electrode potential, while that in (3) may not. Because of this difference, those in (1) and (2) are considered electrochemical reactions and that in (3) a chemical reaction. All these modes of charge transfer can be involved in an etching process but the relative contribution of each mode depends on the specific conditions. Identification of the charge-transfer mode and understanding of its relation to the structural and kinetic processes is a fundamental aspect of etching electrochemistry.

The etching systems for silicon etching have been extensively investigated since the 1950s when etching began to be used in device fabrication processes, accumulating an enormous amount of technical information. The details of this body of information are highly complex, considering the great diversity of circumstances under which the etching is performed, and the infinite possible combinations of solutions, materials, processing procedures, and structure/geometry factors which may be involved in a given circumstance.

However, the body of information generated from the studies on electrochemistry and that on etching are largely separated. This may be attributed to the different focuses and approaches in these two groups of studies; while the former focuses primarily on the scientific understanding of the electrochemical processes, the latter is largely motivated by providing engineering solutions to the industry. Also, at a different level, the information is segregated in terms of etching solutions for
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HF and KOH, which are the two principal etching systems. There has been a lack of integration of the information on etching in these two solution systems.

This chapter aims to provide an overview of the experimental observations and theoretical developments involving silicon etching and to integrate the information on etching in these two solution systems. Also, it is an attempt to analyze the electrochemical processes involved in various etching phenomena from a global perspective. A conceptual approach is taken in dealing with the mechanistic aspects of the phenomena using the materials extracted from a comprehensive and detailed work on silicon electrochemistry published recently [3]. This chapter is organized roughly in two parts, with the first half relating to the electrochemistry and reaction mechanisms and the second half dealing with the specific etching phenomena.

11.2 Dissolution of Silicon

The dissolution of silicon can be best characterized by $i-V$ curves. Neglecting the details associated with silicon substrate such as doping, the current–potential relationship of silicon in aqueous solutions can be considered to be principally determined by the pH and HF concentrations as illustrated in Fig. 3. In nonalkaline and nonfluoride aqueous solutions, silicon as an electrode is essentially inert showing a very small current at anodic potential due to the presence of a thin oxide film. In alkaline solutions silicon is also passivated by an oxide film at anodic potentials but is active below the passivation potential, $V_p$. In fluoride solutions silicon electrode is active in the entire anodic region as shown by the large anodic current.

11.2.1 Fluoride Solutions

The $i-V$ curves in HF solutions are different for $p$-Si and $n$-Si in the dark due to the difference in the concentrations of holes on the surface of these two materials, as shown in Fig. 4 [7]. Large currents can be obtained on $p$-Si by anodic polarization to increase the concentration of holes at the surface. On the other hand, for nondegenerated $n$-Si the anodic current is limited by the availability of holes. The $i-V$ curves for $n$-Si become identical to that of $p$-Si when $n$-Si is illuminated at a high light intensity.

The anodic polarization curves of $p$-Si or strongly illuminated $n$-Si in fluoride solutions are typically characterized by two peak currents, $J_1$ and $J_3$, and two plateau currents, $J_2$ and $J_4$, as shown in
Fig. 4 [7, 8]. At anodic potentials near \( J_1 \) the electrode behavior is characterized by an exponential dependence of current on potential and by the uneven dissolution of silicon surface leading to the formation of porous silicon (PS) [9]. The values of the characteristic currents \( J_1 \) to \( J_4 \) are a function of electrolyte composition but are largely independent of doping. At potentials more positive than the second plateau current \( J_4 \), current oscillation may occur [8]. The surface resulting from dissolution at potentials higher than the second peak is brightly smooth, while that produced between the first and second peak is relatively less smooth [10].

Figure 5 shows that the current increases exponentially with increasing potential from OCP [9]. It breaks off from the exponential behavior at larger overpotentials, exhibits a peak, \( J_1 \), and then attains a relatively constant value at \( J_2 \). Examination of the surface anodized at different potentials, indicates that formation of PS occurs in the exponential region but not at potentials more positive than the peak potential. The potential corresponding to the maximum slope of the \( i-V \) curve is about the upper limit for formation of a uniform PS layer. At potentials between the maximum slope and the current peak, a porous layer may still form, but its surface coverage is not uniform.

Visible hydrogen evolution occurs in HF solutions at anodic potentials in the exponential region anodic of OCP [9, 11]. The rate of hydrogen evolution substantially decreases as potential approaches the current
11.2 Dissolution of Silicon

11.2.1 In Acidic Solutions

Hydrogen evolution ceases above the current peak, \( J_1 \). The Tafel slope determined in the exponential region in HF solutions is about 60 mV/decade for \( p \)-Si and \( n^+ \)-Si. For lowly doped \( n \)-Si, since illumination is required to generate electrode reactions, the exponential region occurs only at sufficiently high illumination intensities when the generation of photoholes is no longer the rate-limiting step. Under a highly illuminated condition, the Tafel slope of \( n \)-Si is similar to that of other doping conditions. The 60-mV Tafel slope may be due to either the transport of charge carriers in the space charge layer or charge transfer in the Helmholtz double layer [3, 9]. The anodic behavior is identical for \( p \)- and \( n \)-type materials when the rate of carrier transfer between the surface and the semiconductor bulk is sufficiently fast implying that the reaction processes are determined by the chemical nature of silicon material independent of the electronic character of silicon.

For \( n \)-Si in the dark, the current at anodic potentials is characteristically small due to the reverse bias. The onset potential at which current rises sharply in the dark marks the breakdown of the barrier layer and initiation of interface tunneling on the silicon surface [12]. The breakdown potential, \( V_b \) (shown in Fig. 4), depends on the doping level of the material: the lower the doping the higher the breakdown potential [10, 13–15]. At the potentials negative of the breakdown potential, the anodic reactions require illumination to generate holes.

The effective dissolution valence of silicon, \( n \), that is, the average number of electrons flowing through the external circuit per dissolved silicon atom, has been found to vary with silicon material, solution composition, anodic polarization, and illumination conditions [3]. In fluoride containing solutions, the dissolution valence varies from 2 in the exponential region to near 4 in the electropolishing region. For \( n \)-Si, the dependence of dissolution valence on potential varies with illumination intensity. At high illumination intensity, when the process is not light intensity limited, the variation of dissolution valence with potential is observed to be similar to that of \( p \)-Si. The dissolution valence may be lower than 2 at low current densities due to chemical dissolution of PS. The value in the electropolishing region is somewhat lower than 4 due to the chemical oxidation of the silicon reaction intermediates.

Since hydrogen evolution occurs at anodic potentials and it is responsible for an apparent dissolution valence smaller than 4, the effective dissolution valence can be used as a measure for the hydrogen efficiency. A silicon dissolution valence of 2 can be used to indicate 100% efficiency for hydrogen evolution, that is, for every dissolved silicon atom one hydrogen molecule is generated. Figure 6 shows the effective dissolution valence and hydrogen evolution in HF solutions under different conditions.

11.2.2 In Alkaline Solutions

The anodic behavior of silicon electrodes in alkaline solutions is characterized by the formation of an oxide film and passivation of the surface. The typical \( i–V \) curves of \( n \) and \( p \) types of silicon in KOH solution are shown in Fig. 7 [16]. Silicon surface is passivated at an overpotential marked by a small current peak. The potential at the current peak is called the passivation...
potential, $V_p$, and in the systems shown in Fig. 7 it is $-0.92$ and $-0.71$ $V_{\text{ SCE}}$ for $n$- and $p$-type silicon respectively. The small current at the potentials more positive than $V_p$ is the passivation current, $i_p$, which reflects the dissolution rate of silicon in the passive region. Also, the $i-V$ curves are essentially identical for samples with different doping levels [17]. The data show, similar to the fluoride solutions, that the basic features of the anodic behavior in alkaline solutions are determined by the chemical nature of the silicon material but not by the electronic properties.

In alkaline solutions, the effective dissolution valence at OCP is zero and changes only very slightly with anodic polarization before the passivation peak; it is less than 0.4 at $V_p$ [18]. The dissolution reaction below the passivation potential is thus almost completely chemical in nature [18–20].

### 11.3 Hydrogen Evolution

In aqueous solutions at OCP in the absence of redox couples, hydrogen evolution is
the only reduction reaction accompanying the dissolution of silicon. In HF solutions, H₂ evolution at cathodic potentials in the charge-transfer process is found to proceed almost entirely over the conduction band [7–11]. The current increases exponentially with decreasing potential. The exponential \( i-V \) relationship exists also on illuminated \( p \)-Si at currents that are significantly lower than the saturation value as shown in Fig. 8 [21]. The Tafel slope for hydrogen reaction for all types of silicon materials in the dark or under illumination appears to be between 140 and 200 mV/decade [22]. This is much higher than the 60 mV/decade required for the processes that are limited by the supply of electrons from the semiconductor, which suggests that the charge-transfer reaction involved in the hydrogen evolution at cathodic potentials is mainly controlled by the processes in the Helmholtz layer. The exchange current density for hydrogen reduction is in the range of \( 10^{-6} - 10^{-11} \) A cm⁻² depending on the specific conditions of silicon/electrolyte system [22–24].

The reaction kinetics of hydrogen evolution is particularly sensitive to trace amounts of noble metal impurities in the solution such as Cu and Au, which tend to deposit on the silicon surface [24, 25]. Figure 9 shows the effect of different metal deposits on the photocurrent of \( p \)-Si in a H₂SO₄ solution [26]. There appears to be a correlation between the effect of these metals on photocurrent and the exchange current density of hydrogen evolution on the metals. In addition to metal deposits, hydrogen evolution can also be catalyzed through deposition of a layer of metal.

**Fig. 8** Steady-state photocurrent–voltage curves for naked \( p \)-type Si and for platinized \( p \)-Si. Aqueous solution buffered to pH 6.6; illumination is at 632.8 nm, 2.5 mW cm⁻². The platinized \( p \)-type Si was prepared by photoelectrochemical reduction from \( 1 \times 10^{-3} \) M KPtCl in 0.1 M NaClO/H₂O at \(-0.3 \) V SCE until \( 1.1 \times 10^{-2} \) C cm⁻² had passed (after Dominey et al. [21]).

**Fig. 9** Cathodic \( i-V \) curves on \( p \)-Si deposited with different metals in 0.5 M H₂SO₄ (after Szklarczyk and Bockris [26]).
or polymer on the silicon surface or by addition of a redox couple in the solution [27–29].

Hydrogen evolution on silicon may proceed chemically or electrochemically depending on the conditions. Hydrogen evolution near OCP and at anodic potentials can proceed completely chemically, that is, without involving the carriers from the electrode. The chemical nature of hydrogen evolution is responsible for less than 4 of the silicon effective dissolution valence as shown in Fig. 6. A change from a chemical process to an electrochemical process occurs when the potential varies from anodic values to cathodic values as schematically illustrated in Fig. 10. Hydrogen evolution at cathodic potentials is predominantly electrochemical due to the lack of silicon dissolution and abundance of electrons on the surface on n-Si or illuminated p-Si.

The efficiency of hydrogen evolution at anodic potentials is near 100% (ratio of H₂:Si equals 1) in the exponential region but drops to about 50% at the peak potential [30, 31]. At potential larger that the current peak, a considerable number of hydrogen molecules, corresponding to 10 to 13% efficiency, are generated [10–15, 32]. In this region, silicon dissolution proceeds with oxide formation and dissolution of the oxide. Hydrogen evolution means that some silicon atoms are only partially oxidized in the oxide-forming stage and are fully oxidized by hydrogen afterwards.

In KOH, at OCP and at anodic potentials lower than \( V_p \), there is no participation of charge carriers and the reactions, hydrogen evolution, and dissolution of silicon, are almost 100% chemical such that the etching of silicon is characterized with the dissolution of one silicon atom and the evolution of two hydrogen molecules. At potentials higher than \( V_p \) the surface is passivated and both silicon dissolution and hydrogen evolution cease [20]. At cathodic potentials, hydrogen evolution on p-Si is also chemical due to the lack of electrons. However, for n-Si at cathodic potentials hydrogen evolution is mainly electrochemical due to the abundance of electrons from the semiconductor.

In the presence of redox couples, the relative contribution and mechanism of hydrogen evolution may change, the detail of which can be found in Ref. 3.

11.4 Dissolution Kinetics and Mechanisms

The conduction of the charge carriers in the space-change layer during anodization of silicon can be due to either electron injection into the conduction band or hole capturing from the valence band. For p-type silicon, the anodic reactions in HF and KOH solutions proceed predominantly over the valence band [7, 11,
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For n-Si, anodic reactions in the dark at current densities higher than the limiting current is a conduction band process but can involve both the conduction band and the valence band under illumination. The relative participation of conduction band versus valence band is a function of light intensity; the conduction band dominates at a low light intensity and the valence band at a high light intensity [34–36]. Participation of holes and electrons in the dissolution reactions varies with the type of silicon, illumination conditions, and electrode potential.

The mechanism of charge transfer across the interface barrier layer is different for lowly doped and heavily doped p-type silicon. For lowly p-type doped silicon the process is by thermal emission of holes to go over the barrier layer while it is by Zener tunneling for heavily doped materials [11, 37]. For n-Si the conduction band processes depend on doping density and on illumination intensity. For heavily doped n-Si it is by Zener tunneling and the i–V curve is identical to that of p-Si. For moderately or lowly doped n-Si in the dark the reaction is limited by the minority holes, which are required to initiate the dissolution process. Significant dissolution of n-Si can proceed when a large amount of holes are generated by illumination. Large current can also be generated on n-Si in HF solutions in the dark at relatively high anodic potentials due to an interface tunneling process [10–12].

Each of the possible processes, as schematically illustrated in Fig. 11, in the multilayer silicon/electrolyte interface region can be the rate-limiting process under certain conditions. For example, as has been summarized in Ref. 3 the anodic reaction processes on n-Si in the dark are limited by the minority hole transport in the bulk of silicon, that is $r_2$. For p-Si and illuminated n-Si in fluoride solutions at potentials negative of the first current peak, $J_1$, the reaction

![Fig. 11 Schematic illustration of the processes involving the transport of charge and species in the different phases in the Si/electrolyte interface region (after Zhang [3]).](image)

$r_1$ and $r_2$ – majority and minority carrier transport, $r_3$ – transport of holes to the surface
$r_4$ – charge transfer across the Helmhotz layer, $r_5$ – electron injection
$r_6$ – chemical dissolution, $r_7$ – oxide formation, $r_8$ – ionic transport in oxide,
$r_9$ – injection of oxidants, $r_{10}$ – dissolution of oxide,
$r_{11}$ – mass transport in electrolyte
Tab. 1  Rate-limiting steps involved in the anodic oxidation of silicon\textsuperscript{d}

<table>
<thead>
<tr>
<th></th>
<th>HF</th>
<th>KOH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( r^p )</td>
<td>( p )</td>
</tr>
<tr>
<td>Dark</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCP</td>
<td>~0</td>
<td>( r_3 )</td>
</tr>
<tr>
<td>OCP &lt; V &lt; ( V_p )</td>
<td>Large</td>
<td>( r_4 )</td>
</tr>
<tr>
<td>V ( \geq V_p )</td>
<td>Large</td>
<td>( r_{10}, r_{11} )</td>
</tr>
<tr>
<td>Illuminated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCP &lt; V &lt; ( V_p )</td>
<td>Large</td>
<td>( r_4 )</td>
</tr>
<tr>
<td>V ( \geq V_p )</td>
<td>Large</td>
<td>( r_{10}, r_{11} )</td>
</tr>
</tbody>
</table>

\( ^a \)Oxidation rate, qualitative comparison to the dark limiting current density.
\( ^b \)It is \( r_2 \) below the breakdown potential but it is \( r_4 \) above the breakdown potential.
\( ^c \)It is \( r_3 \) when the current equals the saturation photocurrent, is \( r_4 \) when the current is larger than the saturation photocurrent and is \( r_4 \) when the current is less than the saturation photocurrent.
\( ^d \)In aqueous solutions containing no redox couples other than the ones associated with HF, KOH, and \( H_2O \); presence of redox couples can affect the rate-limiting process [3].

rate is determined by the charge-transfer process across the electrode/electrolyte interface, that is, \( r_4 \) and \( r_5 \). At potentials positive of \( J_1 \), which is the electropolishing region, the rate-determining step in the anodic reaction is the dissolution of the anodic oxide film, that is \( r_{10} \). The dissolution of the oxide film formed at low fluoride concentrations is mainly kinetically controlled, that is \( r_{10} \), while for high fluoride concentrations the process is mainly diffusion controlled, \( r_{11} \). There is a critical concentration, depending on pH, rotation rate, and potential, at which the contributions by kinetic and diffusion processes are equal [8].

In KOH solutions, the rate-limiting process at OCP is of chemical nature, that is, only \( r_6 \) is involved. The electrochemical processes \( r_4 \) and \( r_5 \) are increasingly involved as potential is increased from OCP to \( V_p \). At potential larger than \( V_p \) the anodic reaction is limited by the dissolution rate of the oxide \( r_{10} \), which, unlike in fluoride solutions, is completely a surface-controlled process in KOH solutions. Table 1 summarizes the rate-determining processes identified for the anodic reactions on silicon under different conditions in KOH and HF.

### 11.5 Reaction Mechanisms

The reactions involved in the anodization of silicon in aqueous solution, depending on whether fluoride ions are present, as originally proposed by Turner [38], and Memming and Schwandt [11] in the 1950–1960s, have two different paths determined by the two essential reactants, \( H_2O \) and HF. Later, Matsumura and Morrison [34, 39] observed current doubling and quadrupling on illuminated \( n \)-Si in HF solutions and suggested that during oxidation of Si to Si\(^{4+} \) all the steps, except perhaps for the first, occur via electron injection into the conduction band.
Whether current doubling and quadrupling occur is determined by the competing processes depending on the availability of holes. The observation of hydrogen termination of silicon surface in HF solutions in the 1980s led to the conclusion that the dissolution of silicon starts by adsorption of hydrogen and then the adsorbed hydrogen atoms are replaced by fluoride atoms. The fluoride-terminated silicon atoms further react with HF molecules to break the silicon atoms from the lattice and dissolve into the solution [32, 40–42]. The reaction of silicon atoms with hydrogen results in hydrogen evolution, which is responsible for the chemical component of the dissolution reaction and for an effective dissolution valence less than 4. The relative contribution of chemical reactions and electrochemical reactions depends on pH of the fluoride solution [41].

The individual steps in the dissolution process in HF solutions were further considered in a number of studies in the late-1980s and early-1990s to involve a hole capturing in the first step followed by an electron injection as the second step [30, 42, 43]. The oxidized silicon intermediate, having a valence of two, is further oxidized by the injection of two electrons or reacting with the hydrogen ions depending on light intensity. More recently, an intermediate Si(I), which is an electron deficient surface silicon atom and is mobile on the surface, was proposed to act as a radical to catalyze the hydrogen reduction reaction and to account for the transition of the dissolution reaction from valence 4 to valence 2 with increasing light intensity [44].

In alkaline solutions, an important issue involving the reaction mechanisms has been whether the etching process at OCP is of chemical (Fig. 2c) or electrochemical nature (Fig. 2b), that is, whether charge-transfer processes involve carriers in the electrode. Some studies [45, 46] suggested that the dissolution in KOH at OCP is an electrochemical process with concurrent anodic dissolution of silicon and reduction of hydrogen ions. The oxidation of silicon gives out electrons that are consumed for the reduction of hydrogen. Both OH\(^-\) and H\(_2\)O are the active species in which OH\(^-\) is involved in silicon dissolution and H\(_2\)O in hydrogen evolution. On the other hand, other people [47–49] have proposed that silicon etching in KOH solutions at OCP is of chemical nature and the etching reactions involve H\(_2\)O attack on Si–Si bonds to form Si–H and Si–OH bonds followed by OH\(^-\) attack to form Si–O\(^-\) and H\(_2\).

The information on electrochemistry, as summarized in the previous sections, appears to support the chemical mechanism for the etching in KOH at OCP. It changes, however, with potential; electrochemical reaction starts to participate and increases with increasing potential up to the passivation potential, above which it is almost completely an electrochemical reaction [19]. Also, the silicon surface in KOH solutions is found to be terminated with hydrogen similar to that in HF solutions, which means that the first step must then involve a dissociation of the Si–H bond by hydrolysis to form a Si–OH bond [19, 50].

A systematic review of the historic development of the theories on the mechanisms indicates that although numerous models on the dissolution of silicon have been proposed for etching in both HF and KOH solutions, each group of models is largely detached from the other. Yet, a complete model must be able to explain coherently the continuum of the dissolution process varying from that in acidic HF solutions to that in alkaline KOH solutions. The following analysis is an attempt for such a model integrating the previous findings...
in the electrochemistry of silicon in both KOH and HF.

### 11.5.1 A General Model

Table 2 is a summary of the characteristic features of the reactions occurring on silicon in HF and KOH, in terms of nature of reaction, rate, effective dissolution valence, photoeffect, and uniformity of the surface.

Although there are many differences in HF and KOH solutions as shown in Table 2, the overall reactions in the two systems are similar in two important aspects:

<table>
<thead>
<tr>
<th>Tab. 2</th>
<th>Characteristics of silicon electrode in HF and KOH solutions at different potentials [3]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>HF</strong></td>
</tr>
<tr>
<td>Dissociation of solutes</td>
<td>$K = 7–13 \times 10^{-3}$</td>
</tr>
<tr>
<td>Concentration of OH$^-$</td>
<td>Extremely low</td>
</tr>
<tr>
<td>Activity of H$_2$O</td>
<td>High</td>
</tr>
<tr>
<td>Solubility of SiO$_2$</td>
<td>High</td>
</tr>
<tr>
<td>Rate of SiO$_2$ dissolution</td>
<td>High</td>
</tr>
<tr>
<td>Hydrogen termination at OCP</td>
<td>Yes</td>
</tr>
<tr>
<td>Dissolution rate of Si at OCP</td>
<td>None</td>
</tr>
<tr>
<td>OCP $\leq V &lt; V_p$</td>
<td>High, $r_p \gg r_{ocp}$</td>
</tr>
<tr>
<td>at $V &gt; V_p$, $r_p$</td>
<td></td>
</tr>
<tr>
<td>Effective dissolution valence at OCP</td>
<td>No dissolution</td>
</tr>
<tr>
<td>OCP $&lt; V \leq V_p$</td>
<td>2–4</td>
</tr>
<tr>
<td>low light intensity, $n$-Si</td>
<td>~4</td>
</tr>
<tr>
<td>high light intensity, $n$-Si</td>
<td>~2</td>
</tr>
<tr>
<td>at $V &gt; V_p$</td>
<td>~3.6</td>
</tr>
<tr>
<td>Chemical reaction at OCP</td>
<td>H$_2$ evolution</td>
</tr>
<tr>
<td>OCP $&lt; V \leq V_p$</td>
<td>Low</td>
</tr>
<tr>
<td>at $V &gt; V_p$</td>
<td>~10%</td>
</tr>
<tr>
<td>Photocurrent quantum efficiency, $n$-Si</td>
<td>~4</td>
</tr>
<tr>
<td>OCP $\leq V \leq V_p$</td>
<td>~4</td>
</tr>
<tr>
<td>low light intensity</td>
<td>~2</td>
</tr>
<tr>
<td>high light intensity</td>
<td>1</td>
</tr>
<tr>
<td>$V &gt; V_p$</td>
<td>1</td>
</tr>
<tr>
<td>Difference in $n$-Si and $p$-Si near OCP</td>
<td>Yes</td>
</tr>
<tr>
<td>Band bending at OCP</td>
<td>$p$-Si downward, $n$-Si upward</td>
</tr>
<tr>
<td>Dependence on orientation at $V &lt; V_p$</td>
<td>Yes</td>
</tr>
<tr>
<td>at $V &gt; V_p$</td>
<td>No</td>
</tr>
<tr>
<td>Dissolution uniformity at $V &lt; V_p$</td>
<td>Porous silicon formation</td>
</tr>
<tr>
<td>at $V &gt; V_p$</td>
<td>Uniform</td>
</tr>
</tbody>
</table>

$r_p$: dissolution rate in passive region; $r_{ocp}$: dissolution rate at OCP.
the silicon surface is dynamically terminated by hydrogen and breaking of the silicon–silicon backbond is facilitated by the adsorption of the electronegative ligands such as $F^-$ or $OH^-$. More specifically this means: (1) the initial surface is hydrogen terminated, (2) the Si–Si backbond requires that the hydrogen termination is first replaced by $F^-$ or $OH^-$, (3) the silicon atoms on the newly exposed layer are terminated by hydrogen so that the surface after the dissolution of one silicon layer is identical to that before the dissolution.

A key aspect of the reaction scheme is the valence state of the silicon and hydrogen atoms at different stages of the various reaction paths. The nonpolarized nature of the Si–H bond indicates that the hydrogen atom bonded to the silicon atoms on the surface is at a reduced state with a valence of 0. The lattice silicon atoms bonded to hydrogen atoms also have a valence of 0 (or four valence electrons). The silicon atoms on the surface that are bonded to one hydroxyl ion or one fluoride ion, on the other hand, have a valence state of +1.

11.5.1 Elementary Steps

The dissolution of a surface silicon atom involves the replacement of the surface hydrogen atom by an $OH^-$ in KOH solutions and by $F^-$ in HF solutions. The difference between the hydrogen replacement by $OH^-$ and that by $F^-$ is whether holes are involved. As shown in Fig. 12, in KOH, upon the hydrogen replacement by $OH^-$, the silicon atom becomes a radical, which in the following reaction steps is neutralized by the reduction of hydrogen ions. In HF, the replacement of hydrogen by $F^-$ requires a hole, which results in a neutralized Si–F bonding. The valence state of the adsorbed hydrogen before and after the replacement, being zero, is not changed in both solutions. The important difference is that after being terminated by an $OH^-$ ion, the silicon atom is a radical with two extra electrons, while in Si–F termination the bonds associated with the silicon atom are neutralized.

The hydrogen adsorption onto a silicon atom is a reduction process since the valence of the hydrogen atom is changed from +1 to 0. It occurs when the backbond of Si–SiF or Si–SiOH is broken by

![Diagram](image-url)

**Fig. 12** Elementary steps in the replacement of H by $OH^-$ or $F^-$. 
reacting with H₂O or HF. Transfer of one electron from the Si—OH bond to the hydrogen of the Si—H bond must then occur according to the process as illustrated in Fig. 13. An important feature of this process is that no carriers from the solid are involved and it is therefore a chemical reaction in nature. This is the key reaction step responsible for the chemical character of the dissolution process in which a hydrogen ion is reduced by an electron from the Si—Si bond. The breaking of the Si—Si backbond by any group other than HF and H₂O does not preserve the local charge neutrality (the two specific atoms involved in the bonding) and has to involve carriers from the bulk. This could explain why hydrogen adsorption onto silicon does not occur easily by the dissociated hydrogen ions in the solution but rather by H₂O or HF molecules through the attacking of the Si—Si backbonds.

Therefore, OH⁻ and H₂O are the reactants involved in KOH solutions and F⁻, HF, and H₂O are involved in HF solutions. OH⁻ and F⁻ are responsible for initiating the attack by replacing the adsorbed hydrogen atoms while H₂O and HF are responsible for attacking the Si—Si backbonds. The elementary steps involving these reactions shown in Figs 12 and 13 can account for the essential features, that is, dynamic hydrogen termination of the silicon surface and breaking of the silicon backbond due to adsorption of fluoride or hydroxyl ions. The relative contributions of these processes in the reactions can then account for the variations in the effective dissolution valence and in the quantum efficiency under different conditions. An important aspect is that electronic carriers in the silicon semiconductor do not affect the chemical nature of the reactions so that the reactions shown above are the same on p- and n-type materials. The electronic carriers, however, affect the rate and the path of the reactions, as will be discussed in the following section.

11.5.1.2 Reaction Paths

Figures 14 and 15 show the possible reaction schemes for the various situations involving silicon electrodes in HF and KOH solutions. These different paths can account for the many details experimentally observed in the dissolution or passivation of silicon in HF and KOH. Table 3 is a summary of the reaction paths involved in different potential ranges in HF and KOH solutions. Variation of the reaction paths...
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Fig. 14 Possible reaction paths in HF solutions at anodic potentials.

Fig. 15 Possible reaction paths in KOH solutions.
Tab. 3  Effective dissolution valence and conditions for different reaction paths shown in Figs 14 and 15

<table>
<thead>
<tr>
<th>Path</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>HF OCP &lt; V ≪ V_p</td>
</tr>
<tr>
<td>(1) and (2)</td>
<td>OCP ≪ V &lt; V_p</td>
</tr>
<tr>
<td>(2)</td>
<td>V ≥ V_p</td>
</tr>
<tr>
<td>(3)</td>
<td>KOH 0 OCP</td>
</tr>
<tr>
<td>(3), (4), (5)</td>
<td>OCP &lt; V &lt; V_p</td>
</tr>
<tr>
<td>(6)</td>
<td>V &gt; V_p</td>
</tr>
</tbody>
</table>

n: effective dissolution valence.

from those shown in Figs 14–15 are also possible based on the elementary steps outlined in the previous section.

Reaction paths (1) and (2) in Fig. 14 account for the anodic reactions on p-Si and illuminated n-Si in HF solutions at high light intensities. Path (1) is involved in the exponential region at an anodic potential much lower than V_p responsible for direct dissolution of silicon and dissolution valence of 2, while path (2) is involved at a potential above V_p responsible for the indirect dissolution of silicon through formation and dissolution of oxide and for the dissolution valence of 4. At a potential that is lower than but close to V_p both paths (1) and (2) are involved resulting in a dissolution valence between 2 and 4. There is also a possible reaction, parallel to (1) and (2), involving surface defects, which occurs near OCP and is responsible for the dissolution valence and quantum efficiency of 4 observed on n-Si at low light intensities [3].

Figure 15 shows the reaction paths in KOH solutions. Path (3), which involves no holes and electrons, is responsible for the chemical dissolution in KOH solutions at OCP. Path (4) involves two carriers and is responsible for the electrochemical part of the dissolution reaction at anodic potentials below V_p. Path (5) results in the formation of Si–O–Si bond and is responsible for the oxide formation and passivation at potentials above V_p.

Except for reaction path (3), which is purely chemical in nature, all the other reaction paths are of electrochemical nature, at least partially. These electrochemical reactions depend on the carrier transfer between the states at the interface and those in the semiconductor and thus their rates increase with increasing potential or illumination. While the reaction paths (1), (3), and (4) result in the direct dissolution of silicon, the reaction paths (2) and (5) result in the formation of Si–O–Si bonds, the dissolution of which results in an indirect dissolution path. The rate of reaction paths (2) and (5) also increase oxide formation with potential. As the coverage of the surface by Si–O–Si bonds increases with increasing potential, the surface becomes increasingly less active and becomes passivated when these bonds fully cover the surface. Further reaction has to proceed via the breaking of Si–O–Si bonds, which is fast in HF solutions but very slow in KOH solutions.

The surface of the oxidized silicon layer is terminated by OH in KOH but may be terminated by both OH and F in HF. In HF on the surface covered by an anodic oxide layer, adsorption of OH is required for the growth of the oxide, while adsorption of F is required for the dissolution of oxide. The Si–O–Si bonds are rather stable in KOH such that the dissolution rate in the passive region is very low. On the other hand, the Si–O–Si bonds are not stable in HF
due to the attack by the fluoride species and the dissolution rate is high at the potential larger than that of the current peak.

For the anodic dissolution of silicon in HF solutions, the first step involves replacing hydrogen with fluoride and the rate is proportional to the product of $[\text{HSi}] \times [\text{F}^{-}\text{solution}] \times [\text{holesurface}]$ according to reaction (1) where HSi is adsorbed hydrogen. The rate of the following step, involving breaking the Si−Si−F backbond by HF, is proportional to $[\text{Si−F}] \times [\text{HF}]$. On the other hand, for the chemical dissolution of silicon in KOH solutions, the rate of hydrogen replacement is proportional to $[\text{HSi}] \times [\text{OH}^{-}\text{solution}]$ without involving holes and the breaking of the Si−Si−OH backbond is proportional to $[\text{Si−OH}] \times [\text{H}_2\text{O}]$ according to reaction (2). A major difference between the reactions in the two solutions is that the hydrogen-replacing step in HF requires holes while in KOH it does not. Thus, it can be seen that in HF solutions the reaction rate is low at OCP but rapidly increases with potential. On the other hand, in KOH solutions the rate of the dissolution reaction is high but does not increase with potential. Because of the high concentration of OH$^{-}$ in KOH, the rate of reaction (2) is high, but is very low in HF solutions because of the extremely low OH$^{-}$ concentration. This explains the low dissolution rate in HF and high rate in KOH at OCP.

According to reactions (1) and (2), the concentration of hydrogen ions in both solutions does not play a direct role in the reaction processes. This is because the generation of adsorbed hydrogen, HSi, does not depend on the concentration of hydrogen ions but on $[\text{HF}]$ in HF solutions or $[\text{H}_2\text{O}]$ in KOH solutions. This explains why high dissolution rates are observed in KOH solutions, in which the concentration of hydrogen ions is extremely low.

11.6 Etch Rates in Various Systems

11.6.1 General

The two principal etching solution systems for silicon are HF solutions and alkaline solutions. This is because silicon is inert in aqueous solutions due to the formation of an insoluble surface oxide except for HF solutions or alkaline solutions in which the oxide is soluble. Various chemical agents can be added into these two solutions to obtain a control on etch rate, etch selectivity, solution stability, and quality of the etched surface. One major difference between these two systems is that the etch rate of silicon HF solutions is similar among the various crystalline orientations, that is, isotropic, while in alkaline solutions it strongly depends on the crystalline orientation, that is, anisotropic. Another difference is that silicon oxide, which may be present on the silicon surface prior to or during an etching process, etches fast in HF solutions while it etches very slowly in alkaline solutions relative to the etch rate of silicon.

Examples of the specific etch rates in various solutions reported in the literature are given in Table 4. Several points may be made regarding the data in this table: (1) silicon can etch at a wide range of rates, as much as 9 orders of magnitude, (2) the highest etch rates are observed in HF solutions, (3) the etch rates of the three major crystal planes vary only marginally in HF solutions but vary greatly in alkaline solutions, (4) etch rate is specific to a given set of etching conditions. In addition
Tab. 4 Etch rates, A s\(^{-1}\), of single silicon crystals silicon in various solutions

<table>
<thead>
<tr>
<th>Si(^a)</th>
<th>Solution(^b)</th>
<th>T</th>
<th>(100)</th>
<th>(111)</th>
<th>(110)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>HF solutions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n, 2 (\Omega)</td>
<td>9.6% HF, 15 hours</td>
<td>rt</td>
<td>–</td>
<td>(8 \times 10^{-3})</td>
<td>–</td>
<td>51</td>
</tr>
<tr>
<td>p, 1 (\Omega)</td>
<td>48% HF, 5 days</td>
<td>rt</td>
<td>(4 \times 10^{-4})</td>
<td>(3 \times 10^{-4})</td>
<td>–</td>
<td>52</td>
</tr>
<tr>
<td>n, 3 (\Omega)</td>
<td>1 M NH(_4)F, pH = 4.2</td>
<td>rt</td>
<td>–</td>
<td>0.03</td>
<td>–</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td>1 M NH(_4)F, pH 8.25</td>
<td>rt</td>
<td>–</td>
<td>(10^{-3})</td>
<td>–</td>
<td>54</td>
</tr>
<tr>
<td>Poly Si</td>
<td>0.2% HF + 50% HNO(_3)</td>
<td>25</td>
<td>0.83</td>
<td>–</td>
<td>–</td>
<td>55</td>
</tr>
<tr>
<td>Poly Si, 10(^{-10})</td>
<td>2% HF + 50% HNO(_3)</td>
<td>rt</td>
<td>115</td>
<td>–</td>
<td>–</td>
<td>56</td>
</tr>
<tr>
<td>p</td>
<td>1.3% NH(_4)F + 5% H(_2)O(_2)</td>
<td>78</td>
<td>–</td>
<td>0.3</td>
<td>–</td>
<td>57</td>
</tr>
<tr>
<td>p</td>
<td>0.1% HF + 10% H(_2)O(_2)</td>
<td>rt</td>
<td>0.05</td>
<td>–</td>
<td>–</td>
<td>58</td>
</tr>
<tr>
<td>n, 3 (\Omega)</td>
<td>33.5% HF + 23.1% HNO(_3)</td>
<td>rt</td>
<td>280 000</td>
<td>–</td>
<td>–</td>
<td>59</td>
</tr>
<tr>
<td>n, 3 (\Omega)</td>
<td>10% HF + 56% HNO(_3)</td>
<td>rt</td>
<td>14 000</td>
<td>13 300</td>
<td>12 700</td>
<td>60</td>
</tr>
<tr>
<td>n, 0.002, 3 (\Omega)</td>
<td>1% HF + 3.8</td>
<td>rt</td>
<td>70</td>
<td>–</td>
<td>–</td>
<td>61</td>
</tr>
<tr>
<td>9–23 (\Omega)</td>
<td>0.01M CrO(_3) + 2M HF</td>
<td>rt</td>
<td>2.2</td>
<td>–</td>
<td>–</td>
<td>62</td>
</tr>
<tr>
<td>9–23 (\Omega)</td>
<td>2M CrO(_3) + 1M HF</td>
<td>rt</td>
<td>4.2</td>
<td>–</td>
<td>–</td>
<td>63</td>
</tr>
<tr>
<td>p, n</td>
<td>10 M HF + 0.5M HBr</td>
<td>rt</td>
<td>7.2</td>
<td>–</td>
<td>–</td>
<td>64</td>
</tr>
<tr>
<td>n, 10–100 (\Omega)</td>
<td>3 M NH(_4)F + 1M Cu(NO(_3))(_2)</td>
<td>22</td>
<td>31</td>
<td>2</td>
<td>20</td>
<td>65</td>
</tr>
<tr>
<td>Poly Si</td>
<td>0.25% HF + 35% HNO(_3)</td>
<td>35</td>
<td>0.3</td>
<td>–</td>
<td>–</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td>+ 15% H(_2)O(_2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8% HF + 75% HNO(_3)</td>
<td>rt</td>
<td>(~830)</td>
<td>(~830)</td>
<td>830</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td>+ 17% CH(_3)COOH</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.3% HF + 49% HNO(_3)</td>
<td>rt</td>
<td>70</td>
<td>65</td>
<td>52</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>+ 49.7% CH(_3)COOH</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p, 3 (\Omega)</td>
<td>5% HF + 24% HNO(_3)</td>
<td>rt</td>
<td>–</td>
<td>200</td>
<td>–</td>
<td>69</td>
</tr>
<tr>
<td>p, 3 (\Omega)</td>
<td>5% HF + 50% CH(_3)COOH</td>
<td>rt</td>
<td>18</td>
<td>9.7</td>
<td>–</td>
<td>70</td>
</tr>
<tr>
<td>n, (&gt;8 \times 10^{18}) (\text{cm}^{-3})</td>
<td>0.42% HF + 17.5% HNO(_3)</td>
<td>rt</td>
<td>480(^b)</td>
<td>–</td>
<td>–</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>+ 67% CH(_3)COOH</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n, (&lt;10^{18}) (\text{cm}^{-3})</td>
<td>0.42% HF + 17.5% HNO(_3)</td>
<td>rt</td>
<td>27(^b)</td>
<td>–</td>
<td>–</td>
<td>71</td>
</tr>
<tr>
<td>p, (&gt;7 \times 10^{18}) (\text{cm}^{-3})</td>
<td>0.42% HF + 17.5% HNO(_3)</td>
<td>rt</td>
<td>330(^b)</td>
<td>–</td>
<td>–</td>
<td>71</td>
</tr>
<tr>
<td>p, (&lt;10^{18}) (\text{cm}^{-3})</td>
<td>0.42% HF + 17.5% HNO(_3)</td>
<td>rt</td>
<td>33(^b)</td>
<td>–</td>
<td>–</td>
<td>71</td>
</tr>
<tr>
<td>p, n</td>
<td>Secco etch</td>
<td>rt</td>
<td>250</td>
<td>–</td>
<td>–</td>
<td>72</td>
</tr>
<tr>
<td>0.6–15 (\Omega)</td>
<td>Schimmel etch</td>
<td>rt</td>
<td>292</td>
<td>–</td>
<td>–</td>
<td>73</td>
</tr>
<tr>
<td>1–3 (\Omega)</td>
<td>Sirtl etch</td>
<td>rt</td>
<td>385</td>
<td>–</td>
<td>–</td>
<td>74</td>
</tr>
<tr>
<td>1–3 (\Omega)</td>
<td>Wright etch</td>
<td>rt</td>
<td>100</td>
<td>–</td>
<td>–</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td>Yang etch</td>
<td>rt</td>
<td>250</td>
<td>–</td>
<td>–</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>MEMC etch</td>
<td>rt</td>
<td>833</td>
<td>–</td>
<td>–</td>
<td>76</td>
</tr>
<tr>
<td>n, p 0.1–16 (\Omega)</td>
<td>Sopori etch</td>
<td>rt</td>
<td>3500</td>
<td>–</td>
<td>–</td>
<td>77</td>
</tr>
</tbody>
</table>
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**Tab. 4 (continued)**

<table>
<thead>
<tr>
<th>Si(a)</th>
<th>Solution(c)</th>
<th>T</th>
<th>(100)</th>
<th>(111)</th>
<th>(110)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Inorganic alkaline solutions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20% KOH (∼4.2 M)</td>
<td>30</td>
<td>6</td>
<td>0.06</td>
<td>9</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>20% KOH</td>
<td>100</td>
<td>560</td>
<td>19</td>
<td>930</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>34% KOH</td>
<td>70</td>
<td>100</td>
<td>1.5</td>
<td>216</td>
<td>78</td>
</tr>
<tr>
<td>n, 1 Ω</td>
<td>23.4% KOH + 13.3% IPA</td>
<td>80</td>
<td>130</td>
<td>8</td>
<td>55</td>
<td>79</td>
</tr>
<tr>
<td>Poly Si</td>
<td>23.4% KOH + 13.3% IPA</td>
<td>80</td>
<td>38</td>
<td>–</td>
<td>–</td>
<td>79</td>
</tr>
<tr>
<td>n, p</td>
<td>0.5 M KOH</td>
<td>23</td>
<td>0.5</td>
<td>–</td>
<td>–</td>
<td>49</td>
</tr>
<tr>
<td>n, p</td>
<td>0.5 M KOH, stirred</td>
<td>23</td>
<td>6</td>
<td>–</td>
<td>–</td>
<td>49</td>
</tr>
<tr>
<td>n</td>
<td>0.1 M KOH, stirred</td>
<td>23</td>
<td>3.5</td>
<td>–</td>
<td>–</td>
<td>49</td>
</tr>
<tr>
<td>p</td>
<td>2 M KOH</td>
<td>rt</td>
<td>3.5</td>
<td>0.6</td>
<td>–</td>
<td>80</td>
</tr>
<tr>
<td>n, p</td>
<td>2 M KOH</td>
<td>rt</td>
<td>3.5</td>
<td>2</td>
<td>–</td>
<td>80</td>
</tr>
<tr>
<td>p, 0–30 Ω</td>
<td>35% KOH, stirred</td>
<td>80</td>
<td>390</td>
<td>–</td>
<td>740</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>44% KOH</td>
<td>80</td>
<td>1750</td>
<td>5.8</td>
<td>3500</td>
<td>82</td>
</tr>
<tr>
<td>n, 13 Ω</td>
<td>1.9 M NH₃</td>
<td>70</td>
<td>22</td>
<td>–</td>
<td>–</td>
<td>84</td>
</tr>
<tr>
<td>p</td>
<td>10% NH₃OH</td>
<td>70</td>
<td>10.7</td>
<td>–</td>
<td>–</td>
<td>85</td>
</tr>
<tr>
<td>p, 5 Ω</td>
<td>3.7 wt% NH₄OH, stirred</td>
<td>75</td>
<td>67</td>
<td>2.8</td>
<td>22</td>
<td>86</td>
</tr>
<tr>
<td>n, 13Ω</td>
<td>3 × 10⁻³ M H₂O₂</td>
<td>70</td>
<td>73</td>
<td>–</td>
<td>–</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>+ 1.9 M NH₃</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p, 10</td>
<td>0.5 M NH₃OH</td>
<td>80</td>
<td>0.28</td>
<td>–</td>
<td>–</td>
<td>87</td>
</tr>
<tr>
<td></td>
<td>+ 0.09 M H₂O₂</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p, 0.05 Ω</td>
<td>5 M NH₄OH + 5 M H₂O₂</td>
<td>80</td>
<td>0.12</td>
<td>–</td>
<td>–</td>
<td>87</td>
</tr>
<tr>
<td>n, 0.2–20 Ω</td>
<td>2.65 M NH₃ + –0.01M H₂O₂</td>
<td>80</td>
<td>333</td>
<td>–</td>
<td>–</td>
<td>88</td>
</tr>
<tr>
<td>Deposited Si</td>
<td>NH₄OH + H₂O (1:5), pH = 12.4</td>
<td>70</td>
<td>0.23(^b)</td>
<td>–</td>
<td>–</td>
<td>89</td>
</tr>
<tr>
<td>p, n</td>
<td>1:1 water:hydrazine</td>
<td>110</td>
<td>360</td>
<td>57</td>
<td>216</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>48‰ hydrazine + 20% IPA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+ 32% H₂O</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deposited Si</td>
<td>SC1</td>
<td>70</td>
<td>0.14(^b)</td>
<td>–</td>
<td>–</td>
<td>89</td>
</tr>
<tr>
<td>p, n, 0.2–20 Ω</td>
<td>1:1 water:hydrazine</td>
<td>110</td>
<td>360</td>
<td>57</td>
<td>216</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>48‰ hydrazine + 20% IPA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+ 32% H₂O</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.001–100 Ω</td>
<td>EDP, 8 ml H₂O</td>
<td>110</td>
<td>139</td>
<td>8.3</td>
<td>83</td>
<td>92</td>
</tr>
<tr>
<td></td>
<td>+ 17 ml NH₂(CH₂)₃NH₂</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+ 3 g C₆H₄(OH)₂</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>B etch</td>
<td>115</td>
<td>69</td>
<td>5.2</td>
<td>–</td>
<td>93</td>
</tr>
<tr>
<td></td>
<td>F etch</td>
<td>115</td>
<td>225</td>
<td>–</td>
<td>–</td>
<td>93</td>
</tr>
<tr>
<td></td>
<td>S etch</td>
<td>115</td>
<td>170</td>
<td>4.2</td>
<td>190</td>
<td>45</td>
</tr>
<tr>
<td>p, 10–75 Ω</td>
<td>Etch 1</td>
<td>117</td>
<td>100</td>
<td>53</td>
<td>111</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>25% TMAH(^c)</td>
<td>70</td>
<td>45.3</td>
<td>1.5</td>
<td>89.9</td>
<td>54</td>
</tr>
</tbody>
</table>

(continued overleaf)
Electrochemistry of Silicon Etching

Table 4 (continued)

<table>
<thead>
<tr>
<th>$Si^a$</th>
<th>Solution$^c$</th>
<th>$T$</th>
<th>(100)</th>
<th>(111)</th>
<th>(110)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$, 40 $\Omega$</td>
<td>5% TMAH</td>
<td>90</td>
<td>225</td>
<td>5.4</td>
<td>308</td>
<td>95</td>
</tr>
<tr>
<td>$n$, $p$, 15 $\Omega$ cm</td>
<td>29% TMAH + 8.5% IPA</td>
<td>80</td>
<td>61</td>
<td>3.9</td>
<td>–</td>
<td>96</td>
</tr>
</tbody>
</table>

$^a$cm$^{-3}$ or cm$^3$.

$^b$Orientation not specified.

$^c$HF solutions are generally in volume concentration while OH solutions are in weight concentration as the solvent water is not specified for its concentration.

Etch 1: 100 g gallic acid + 317 ml ethanolamine + 144 ml water + 0.3 ml of 10% FC129
(3 M) surfactant.

SC1: NH$_4$OH:H$_2$O:H$_2$O$_2$ mixtures.

IPA: iso-2,2-propyl alcohol.

EDP or EPW: NH$_2$(CH$_2$)$_2$NH$_2$ + C$_6$H$_4$(OH)$_2$ + H$_2$O.

B etch: 7.5 ml NH$_2$(CH$_2$)$_2$NH$_2$ + 1.2 g C$_6$H$_4$(OH)$_2$ + 2.4 ml H$_2$O [93].

F etch: 7.5 ml NH$_2$(CH$_2$)$_2$NH$_2$ + 2.4 g C$_6$H$_4$(OH)$_2$ + 2.4 ml H$_2$O [93].

S etch: 7.5 ml NH$_2$(CH$_2$)$_2$NH$_2$ + 1.2 g C$_6$H$_4$(OH)$_2$ + 1 ml H$_2$O + 0.045 g pyrazine [93].

Sirtl etch: 1.48% HF: 1.5 M Cr$_2$O$_3$ [73].

Secco etch: 2(49% HF):1(0.15 M K$_2$Cr$_2$O$_7$) at room temperature with ultrasonic agitation [72].

Sopori etch: 36:20:2 [HF (49%):CH$_3$COOH (glacial):HNO$_3$ (70%)].

Wright etch: 60 ml 49% HF, 30 ml HNO$_3$ (69%), 30 ml 5 M CrO$_3$, 2 g Cu(NO$_3$)$_2$.3H$_2$O, 60 ml acetic acid (glacial), and 60 ml H$_2$O [74].

Yang etch: 0.75 M CrO$_3$ + 25% HF.

Schimmel etch: 0.33 M Cr$^{4+}$ + 33% HF without ultrasonic agitation.

MEMC etch: 35 : 25 : 18 21(49% HF:70% HNO$_3$;HAc:H$_2$O) + 1g(NO$_3$)$_2$.3H$_2$O per 100 ml of mixed solution [76].

To material and solution conditions, the etch rate of silicon in a given system depends on many operational parameters such as size and geometry of the sample, volume of the solution, stirring condition, ambient (light and air) control, and etching time. Thus, for a given silicon material and solution composition, etch rate may significantly vary when it is measured under different operating conditions. This is often responsible for the sometimes large difference between etch rates that can be found in identical systems from different investigations.

Table 5 shows the activation energies determined for the various etching systems. In general, the apparent activation energy, as determined from the dependence of etch rate on temperature, is 3–6 kcal mol$^{-1}$ or 0.13–0.26 eV for diffusion-limited reactions, whereas it is 10–20 kcal mol$^{-1}$ or 0.44–0.87 eV for surface-controlled reactions [1]. Using these criteria to evaluate the values of activation energy in Table 5 it appears that the etching process in each of the three etching systems may be under either diffusion control or surface reaction control depending on the specific solution composition and the operation conditions.

The etch rate of silicon relative to other materials is also important in device fabrications. The data on the relative etch rate, which is specific to a specific set of conditions, is widespread in the literature. Some examples are: Si$_{1-x}$Ge$_x$ in
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Tab. 5 Apparent activation energy in various etching solutions

<table>
<thead>
<tr>
<th>Si</th>
<th>Solution</th>
<th>$E_a$ [eV]</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p(111)$, 3 Ω</td>
<td>Acidic solutions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n(111)$, 0.002 Ω</td>
<td>5% HF + 24% HNO$_3$</td>
<td>0.42</td>
<td>69</td>
</tr>
<tr>
<td>$n(111)$, 5 Ω</td>
<td>0.42% HF + 17.5% HNO$_3$</td>
<td>0.23</td>
<td>71</td>
</tr>
<tr>
<td>$p$. $n$</td>
<td>5% HF + 63% HNO$_3$</td>
<td>0.17</td>
<td>97</td>
</tr>
<tr>
<td>$n(100)$</td>
<td>7 M NH$_4$F + 1 M Cu(NO$_3$)$_2$</td>
<td>0.52</td>
<td>65</td>
</tr>
<tr>
<td>$n(111)$, 30 Ω</td>
<td>69.5 ml HNO$_3$ + 8 ml HF + 22 ml H$_2$O + 80 ml glacial acetic acid</td>
<td>0.21</td>
<td>98</td>
</tr>
<tr>
<td>$p(111)$, 10 Ω</td>
<td>[CrO$_3$]/[HF] of 0.03–0.72 with 50 g CrO$_3$ in 100 ml H$_2$O and 48% HF</td>
<td>0.34–0</td>
<td>99</td>
</tr>
</tbody>
</table>

|        | Inorganic alkaline solutions |          | |
|--------|-------------------------------|----------||
| $n(100)$, 5–50 Ω | KOH | 0.56 | 101 |
| (100) | 42% KOH | 0.59 | 45 |
| (110) | 42% KOH | 0.60 | 45 |
| (211) | 6 M KOH, 50–90°C | 0.641 | 102 |
| $n(110)$, 1 Ω | 23.4% KOH + 13.3% IPA | 0.77 | 79 |
| $n(110)$, 1 Ω | 23.4% KOH + 13.3% IPA | 0.76 | 79 |
| $n(111)$, 1 Ω | 23.4% KOH + 13.3% IPA | 0.59 | 79 |
| (100) | 25% RbOH, 50–80°C | 0.47 | 83 |
| (100) | 3.7 wt% NH$_4$OH | 0.22 | 86 |
| (110) | 3.7 wt% NH$_4$OH | 0.19 | 86 |
| (111) | 3.7 wt% NH$_4$OH | 0.19 | 86 |
| (100) | 1:1 water:hydrazine | 0.28 | 90 |
| (110) | 1:1 water:hydrazine | 0.41 | 90 |
| (111) | 1:1 water:hydrazine | 0.25 | 90 |

|        | Organic alkaline solutions |          | |
|--------|-------------------------------|----------||
| $n(111)$, 1 Ω | EDP, 8 ml H$_2$O + 17 ml NH$_3$(CH$_2$)$_3$NH$_2$ + 3 g C$_6$H$_4$(OH)$_2$ | 0.48 | 92 |
| (100) | B etch | 0.47 | 92 |
| (100) | EDP | 0.40 | 45 |
| (110) | EDP | 0.33 | 45 |
| (111) | EDP | 0.52 | 45 |
| (100), $10^{13}$ cm$^{-3}$ | 25% TMAH | 0.52 | 103 |
| (100), $2 \times 10^{19}$ cm$^{-3}$ | 25% TMAH | 0.64 | 103 |
| (110) | 22% TMAH, 60–90 | 0.39 | 95 |
| (100) | 22% TMAH, 60–90 | 0.61 | 95 |
| (111) | 22% TMAH, 60–90 | 0.40 | 95 |

$^a$See Table 1 for solution compositions.

Activation energy: 1 cal mol$^{-1}$ = 4.19 J mol$^{-1}$ = 0.044 eV.
NH₄OH [85, 104], boron monophosphide epitaxial layer in HF–HNO₃ [105], SiO₂ in HF solutions [106], SiO₂ in KOH [82], SiO₂ and nitride in TMAH [96, 107], SiO₂ in NH₄OH [89], different oxides and metallic films [88], various glasses and silicides and metals in ethanolamine etchants [108], silicon oxide and metals in EDP [92], Al and SiO₂ in TMAH [95, 109], nitride and oxide in H₃PO₄ [100], SiO₂ in SC1 solutions [57], and SiO₂ in HF + HNO₃ + H₂O₂ [55].

The etching of silicon oxides is particularly important in silicon etching. Deposited silicon oxide serves as a dielectric layer, passive layer, or masking material for device fabrication and as a native oxide it is an essential part of the surface condition. Figure 16 shows the etch rate of different types of silicon oxides as a function of HF concentration, on which several general remarks can be: (1) etch rates of all the oxides increase with HF concentration, (2) the etch rates differ by several orders of magnitudes for different types of oxides with quartz being the slowest and anodic oxide being the fastest, reflecting the large difference in the structure of these oxides, (3) silicon as a solid is extremely stable in HF solutions compared to its oxide, as its dissolution rate is several orders of magnitude smaller than even that of quartz [3].

11.6.2 In Fluoride-based Solutions

11.6.2.1 Absence of Oxidants

The etch rate of silicon in HF solutions at room temperature at OCP is very low, in the order of 10⁻³ Å s⁻¹ in concentrated solutions (>25% HF) [52]. Figure 17 shows that dilution of concentrated HF results in an increase of etch rate [51, 110]. It also shows that the etch rate increases sharply from pH about 4, peaks at 6.2, and then decreases drastically to near zero at about 8.5 [53]. The etch peak has been attributed to the involvement of HF₂⁻ as the etching species, which shows a concentration peak at the pH about 6 [110]. In HF–NH₄F solutions, the etch rate decreases with increasing HF at a constant NH₄F concentration and it increases with increasing NH₄F at constant HF concentration [111].

Etch rate depends on the time of immersion. For example, the etch rate of p-Si in concentrated HF decreases with immersion time from about 0.5 Å s⁻¹ at 1 minute to about 2 x 10⁻⁴ Å s⁻¹ at 10 days [52]. The relatively higher rate at the beginning is attributed to the etching of native oxide.

![Fig. 16 Etch rate of different silicon oxides as a function of HF concentration (after Zhang [3]).](image-url)
11.6 Etch Rates in Various Systems

Fig. 17 Etch rate of Si in 48% HF at 25 °C as a function of pH by dilution (after Hu and Kerr [51]). Also, pH dependence of the etch rate of n-Si(III) in 1 M NH₄F (after Matsumura and Fukidome [110]).

and the lower etch rate at a longer time is due to the slow attack of OH⁻ ions on the relatively stable Si−H bonds.

The etch rate of silicon in HF does not have a clear dependence on dopant concentration. Also, oxygen in silicon has little effect on the etch rate in HF [51]. However, the reactivity of silicon in HF solution may be significantly increased when active elements such as sodium are present in the silicon [112]. Also, the etch rate of silicon has been found to increase with ion implantation, which produces an amorphous structure [113].

According to the reaction mechanisms discussed in previous sections, silicon dissolves chemically in KOH solutions by reacting to OH⁻ ions but electrochemically in HF solutions in which participation of charge carriers is required. In HF solutions at OCP, chemical dissolution rate is low because the concentration of OH⁻ is low. The electrochemical reaction is also low because there are few carriers at OCP. Thus, the increase of etch rate in HF with dilution can be attributed to the increase of hydroxyl concentration. The lack of direct proportionality between etch rate and OH⁻ concentration suggests that the rate depends on the surface concentration of OH⁻. The relative contribution of chemical and electrochemical reactions depends on the pH [41].

Because of the involvement of charge carriers, the dissolution rate in HF solutions increases with potential. The anodic dissolution consists of three regions with respect to potential. At potentials below the current peak, nonuniform anodic dissolution occurs, which is accompanied by significant hydrogen gassing, leading to the formation of a PS layer. At potentials above the current peak, uniform dissolution occurs with little hydrogen evolution, leading to electropolishing [3].

The etch rate in the electropolishing region is essentially the same for different doping conditions and orientations. The etch rate in the electropolishing region varies only with HF concentration and temperature. The presence of H₂SiF₆ has no effect on the etch rate in the electropolishing region [38]. Large etch rate can be obtained in HF-containing anhydrous organic solutions at high anodic potentials due to lack of oxide formation [114].

11.6.2.2 Effect of CrO₃ Addition

The HF−CrO₃ etching system is widely used for defect etching and delineation of junctions between silicon layers of different doping concentrations [75, 115]. The etch rate of silicon in pure HF solution is very low due to the lack of holes at OCP. Addition of CrO₃ increases the etch rate due to the increase of surface hole
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The HF–CrO$_3$ etching system is perhaps the most used isotropic etchant for silicon [117, 118]. The mixture of these two concentrated acids can be diluted with water or any other diluant to give a wide range of etch rates as represented by the triaxial plot shown in Fig. 19 [119]. The etch rate with respect to composition of the etchant shows two extreme modes of behavior. In the region of high nitric acid composition etch rates are only a function of HF concentration while in the region of high HF concentrations the nitric acid concentration determines the etch rate. The etch rates decrease with addition of a diluant but are little affected in the two extreme regions. As a diluant, acetic acid acts qualitatively the same as water [119]. However, acetic acid is preferred because it results in less dissociation of the nitric acid, which preserves the oxidizing power of the HNO$_3$ for a wider range of dilution than water [117]. The etching in HF–HNO$_3$ solutions is largely isotropical with etch rate of (100) surface very close to that of (111) surface as shown in Table 4.

The HF–HNO$_3$ etching system was systematically investigated by Schwartz and Robins [97, 119]. They found that in the low HF concentration region, the etching process is a diffusion-controlled process; etch rates of different silicon materials in

Concentration resulting from the reduction of Cr$^{6+}$.

According to Meerakker and Vegchel [62, 63], the etching process has different kinetics at high and low HF/CrO$_3$ ratios as shown in Fig. 18. For etching in CrO$_3$–HF solutions with high HF/CrO$_3$ ratios ($>20$) the rate equation can be expressed as

$$r = 1.91[\text{CrO}_3](1 + 0.23[\text{HF}])^{1.5}/(4 + 0.23[\text{HF}]^{1.5})$$  \hspace{1cm} (1)

where $r$ is in micrometers per minute and concentrations are in molar. At low HF/CrO$_3$ ratios ($<10$) the rate equation is

$$r = [\text{CrO}_3][\text{HF}]^{1.5}/(38[\text{CrO}_3] + 1.8[\text{HF}]^{1.5})$$  \hspace{1cm} (2)

On the other hand, Chu and Gavaler [116] found that the dissolution rate of silicon in HF–CrO$_3$ solutions is second order with respect to the concentration of HF and first order with respect to Cr$_2$O$_3^{2-}$ ions. Heimann [99] suggested that the etch in CrO$_3$–HF–H$_2$O solutions follows a two-step reaction mechanism. In the first step, silicon is oxidized to form a silicon suboxide SiO$_x$ ($0.67 < x < 1$). The second step consists of the dissolution of the silicon oxide by HF.
this concentration region are essentially the same. In the high HF region, two different values of activation energy are observed, one in the range of 10–14 kcal mol$^{-1}$ at higher temperatures and the other in the range of 20 kcal mol$^{-1}$ at lower temperatures; both are characteristic of a surface-controlled process. Consequently, dopant concentration, crystal orientation, and defects play an important role in the etching process. Addition of a diluent results in an activation energy that is between these two ranges.

The etching process of silicon in HF–HNO$_3$ solutions is an electrochemical process in which the dissolution of silicon takes place at local anodic sites while the oxidizing agent is reduced at local cathodic sites [120]. The etching process may also depend on surface carrier concentration determined by doping since lowly doped materials etch slower than highly doped materials [65]. The reduction of HNO$_3$ has an effect that changes the surface concentration of the carriers. The etching, with a rate about the same for both $n$-Si and $p$-Si, proceeds mainly through capturing the holes, which are injected into the valence band due to the reduction of HNO$_3$ [118, 121].

According to Schwartz and Robins [97, 119], the etching of silicon in the HF–HNO$_3$ system follows a chemical process with two basic reaction steps. In the first step, silicon is oxidized by HNO$_3$, which is followed by the dissolution of the oxidized Si by HF. The overall reaction is

$$3\text{Si} + 12\text{HF} + 4\text{HNO}_3 = 3\text{SiF}_4 + 4\text{NO} + 8\text{H}_2\text{O}$$  (3)
This reaction involves several intermediates. Because addition of trace amounts of NaNO₂ increases the etch rate in the solutions it is considered that HNO₂ is produced and acts as an active oxidizing agent. A steady-state condition can be achieved only after a concentration of HNO₂ in excess of a threshold value is built up in the vicinity of the surface either through the reduction of HNO₂ at a sufficiently high rate or by addition of small amounts of NaNO₂ in the solution.

11.6.2.4 Addition of Other Oxidants

The etching process in Br₂ containing HF solutions, unlike that in the HNO₃ solutions, is mainly of a chemical nature [64]. At OCP, Si reacts directly with Br₂ without involving charge carriers in the bands. The reduction of Br₂ at cathodic potentials is facilitated by the electrons from the conduction band. The etch rate, which is independent of doping type and surface orientation, is limited by the mass transport of the Br₂ in the solution. Thus, for p-Si, the etch rate is almost constant at cathodic potentials at which no electron is present on the surface. On the other hand, the etch rate of n-Si decreases to zero at cathodic potentials because Br₂ is efficiently reduced with the conduction band electrons.

The reduction of H₂O₂ on silicon in HF solutions is similar to Br₂, being primarily a conduction band process with very little hole injection into the valence band [122]. The etch rate is 0.1–0.3 A s⁻¹ in 10⁻³ to 1.3 wt% NH₃F with 5% H₂O₂ [57]. It increases rapidly with increasing fluoride concentration.

11.6.3 Alkaline Solutions

The most commonly used alkaline solutions have been KOH and EDP (or EPW) which is a mixture of ethylenediamine (ED or E), pyrocatechol (P), and water (W) [45, 84]. Other solutions such as NH₄OH₄, hydrazine, ethanolamine, and tetramethyl ammonium hydroxide (TMAH) are also used. The development and application of these etching solutions are dictated by a number of factors such as etch rate, anisotropic selectivity, corrosiveness to masking materials, surface quality, processing controllability, safety, and, more recently, environmental impact.

The advantages of KOH solutions are its high (100)/(111) etch rate ratio and nontoxic nature [82]. The disadvantages are the significant etch rate of SiO₂, undesirable etching of metallic film, and potential potassium contamination [103, 123]. KOH solutions also lack the controlled uniformity and boron specificity as do the EDP solutions [124]. On the other hand, EDP has several advantages: (1) it is anisotropic, (2) it can be masked by a variety of materials such as SiO₂, Si₃N₄, Cr, and Au, (3) it exhibits near-zero etch rates on heavily boron doped silicon [123]. However, EDP solutions have much lower anisotropic etch rate ratios than KOH. Also, like KOH, EDP etches aluminum rapidly and EDP solutions have to be controlled at a specific temperature range to avoid precipitation. In addition, EDP is carcinogenic [124]. Because of the disadvantages of these two etching solutions, other systems have been developed [83, 90, 108, 125].

Silicon etching in KOH solutions have been extensively investigated, resulting in a body of information that shapes the current understanding of the etching behavior of silicon in alkaline solutions. The major characteristics and the principal reaction processes involved in all alkaline solutions appear to be similar to that in the KOH system although the detailed characteristics vary from system to system. Most notably,
all alkaline solutions show the sensitivity of etch rate to crystal orientation, which is the basis for anisotropic etching. Also, all these etchants show an etch rate reduction for highly boron doped materials. The alkaline etchants can be made of organic and inorganic solutions, but all of them appear to require the presence of water to etch silicon at significant rates.

11.6.3.1 KOH Solutions
The etch rate of silicon in KOH may vary from as low as 1 Å s\(^{-1}\) in dilute KOH (e.g. 0.5 M) at room temperature to as high as 2000 Å s\(^{-1}\) in a concentrated solution (e.g. 40% KOH) at high temperatures. Figure 20 shows that the etch rate of (100) silicon in KOH solution at room temperature increases with concentration, peaks at about 5 M, and then decreases with further increasing concentration [49]. Agitation of the solution can significantly increase the etch rate, indicating that mass transport is involved in the rate-determining processes. A similar etch rate dependence on concentration is found at a temperature of 80°C but unlike at lower temperatures solution stirring has little effect on the etch rate [45, 79]. KOH solutions are often buffered with isopropyl alcohol (IPA) [79, 126]. Addition of IPA into KOH solution results in a decrease of etch rates. Also, etch rate tends to decrease with etching time; a decrease of a factor of 3 is observed over a 24-hour period [127].

The most characteristic feature of etching in KOH solution is its anisotropic nature, that is, etch rate varies with the crystal orientation of the silicon wafer. The etch rates for the major crystal planes are \{110\} > \{100\} > \{111\} [82]. The exact difference between the etch rates of these planes depends on concentration, temperature, and measurement procedure.

For a given type and orientation, the etch rate is essentially independent of the doping concentration up to a concentration of about 10\(^{19}\) cm\(^{-3}\), above which the etch rate drastically decreases with further increasing doping concentration, particularly for boron doped materials [33, 80]. Doping type has little effect on the etch rate of (100) surface but a significant effect on that of (111) surface [18].

The etch rate of all silicon materials in KOH depends, to a varying extent, on the potential [18, 128, 129]. Figure 21 shows the effect of potential on the etching rate in a 2 M KOH solution at room temperature. The etch rate is the highest at OCP. At potentials positive of the passivation, potential etching stops because of the formation of oxide film. At cathodic potentials, the effect is different.

![Fig. 20 Etch rate versus molarity for 23 °C on the (100) surface. Data for n- and p-type Si samples were virtually the same (after Glembocki et al. [49]).](image-url)
for $n$-Si and $p$-Si. For $n$-Si, the etch rate decreases with increasing cathodic bias and etching stops at certain potentials. For $p$-Si, the etching maintains relatively high rates comparable to that at OCP.

The difference between $n$-Si and $p$-Si at the cathodic potentials indicates the effect of carriers on the etching process. At cathodic potentials, hydrogen evolution may obtain the electron either directly from the dissolving surface silicon atom or from the semiconductor. For $n$-Si, cathodic bias provides a high concentration of surface electrons for hydrogen reaction resulting in a decrease of the dissolution rate. However, for $p$-Si, electrons are the minority carriers and thus the etch rate remains more or less constant at cathodic potentials.

The morphology of the etched surface depends on the composition of the solution. In general, because of the anisotropic nature of the etching of the crystal confined in a given area, perfectly smooth lateral (111) sidewalls form on both (100) and (110) wafers [130, 131]. At low KOH concentrations, below 30%, there is a tendency to form pyramidal islands on (100) surface. The density of hillocks varies with temperature, potential, and the presence of chemical agents in the solution [34, 47].

11.6.3.2 Reaction Kinetics

The etching of silicon in KOH is a process of dissolution and hydrogen evolution. Two hydrogen molecules are evolved for each silicon atom dissolved during the etching [47]. The main etching product is determined to be $\text{SiO}_2(\text{OH})_2^{2-}$ which can further be polymerized [48, 132]. $\text{OH}^-$ is an active etching species since $\text{OH}^-$ concentration decreases during etching. Water is also an active species because silicon does not etch in water-free alcohol that contains KOH [47]. $\text{K}^+$ as a cation present in the solution is not directly involved in the etching reaction because the etching behavior of silicon is essentially similar in different alkali solutions [33, 49]. In IPA buffered solutions, the IPA does not alter the composition of the solutions or participate in the etching reactions [48, 132]. The activation energy of the etching process is 0.56–62 eV for KOH of different concentrations indicating that the etching is controlled by a surface process [45].

The dependence of etch rate on KOH concentration in the concentration range of 10 to 60% has been found to best fit with
an equation [45]

\[ R = k[H_2O]^4[OH^-]^1 \]  

A similar rate equation has also been proposed considering only the activities of \( H_2O \) and \( OH^- \) [49]:

\[ R = C[H_{2O\text{free}}][OH_{\text{free}}]^3 \]  

According to this model, at low hydroxide concentrations, \([OH_{\text{free}}]\) is low resulting in a low etch rate, while at very high concentrations \([H_{2O\text{free}}]\) is also low resulting in low etch rates. In moderately concentrated solutions, both \([H_{2O\text{free}}]\) and \([OH_{\text{free}}]\) are high and etch rate exhibits a maximum. The model is, however, not applicable for low concentrations from 0.1 to 2 M due perhaps to a rate-limiting reaction associated only with free water [49].

11.6.3.3 Other Inorganic Solutions

The etching processes in other alkali hydroxides are found to be, in general, similar to that in a KOH solution, namely, free \( H_2O \) and \( OH^- \) are the active agents. The difference among the solutions such as \( NaOH, LiOH, NH_4OH, RbOH, \) and \( CsOH \) is mainly due to the difference in the hydration number of these solutions [36, 49, 83, 133].

Among the inorganic alkaline solutions, \( NH_4OH \) is special in two aspects. First, when mixed with \( H_2O_2 \), it is widely used as a cleaning solution (known as SC1 solution) for cleaning organic and metallic contaminants on the silicon surface. Secondly, it has the characteristics of both inorganic alkaline etchants, such as KOH, and organic etchants, such as EDP. It has a low etch rate for thermal \( SiO_2 \) giving an etch rate ratio of \( Si/SiO_2 \) of 1:8000 [88]. Also, as a chemical \( NH_4OH \) has much lower heavy metal concentrations compared to other hydroxides [134]. However, \( NH_4OH \) tends to decompose at elevated temperatures, especially with more concentrated solutions [84].

The etch rate in \( NH_4OH \) solutions increases with concentration from about \( 45 \text{ A s}^{-1} \) at 1 wt% to a peak of about \( 80 \text{ A s}^{-1} \) at 10 wt% [86]. For a given concentration, the etch rate increases with pH [84]. The etch rate is dependent on potential with the peak etch rate of both \( p-Si \) and \( n-Si \) occurring near OCP [135]. The etch rate of \( p-Si \) decreases but maintains a definite value at cathodic potentials while that of \( n-Si \) decreases to zero at large cathodic potentials.

Figure 22 shows the etch rate in \( NH_4OH \) as a function of \( H_2O_2 \) concentration [84]. A sharp drop of etch rate to nearly zero

---

**Figure 22** Etch rate as a function of the \( H_2O_2 \) concentration in a solution of \( NH_3 \) (after van den Meerakker and van der Straaten [84]).
is observed for concentrations higher than $3.2 \times 10^{-3}$ M, which is due to the passivation by formation of silicon oxide on the surface. In solutions containing more than $3.2 \times 10^{-3}$ M $\text{H}_2\text{O}_2$, the $\text{H}_2\text{O}_2$ as an oxidant polarizes the silicon surface to a potential value ($-0.4 \text{ V}_{\text{sc}}$) above the passivation potential. The etching of silicon in solutions with a $\text{H}_2\text{O}_2$ concentration below the critical value has a chemical component and an electrochemical component due to the reduction of $\text{H}_2\text{O}_2$. The relative contribution of the two components changes with the concentration of $\text{H}_2\text{O}_2$ [136]

In $\text{NH}_4\text{OH} - \text{H}_2\text{O}_2$ solutions at a given $\text{H}_2\text{O}_2$ concentration, the etch rate increases with increasing $\text{NH}_4\text{OH}$ concentration and reaches saturation value at a certain concentration [87]. The saturation etch rate, reflecting the dissolution rate of the passive oxide film, decreases with increasing $\text{H}_2\text{O}_2$ concentration, reaching a limiting value of about $0.12 \text{ A s}^{-1}$ at high concentrations.

Formation of pyramidal hillocks bounded by (111) crystal planes on (100) wafer is a problem in $\text{NH}_4\text{OH}$ solutions for all concentrations, temperatures, stirring conditions, and sample preparations. The formation of hillocks significantly reduces the etch rate in the (100) direction [88]. Addition of $\text{H}_2\text{O}_2$ in $\text{NH}_4\text{OH}$ solution has an effect of suppressing the formation of hillocks.

11.6.3.4 Hydrazine

Hydrazine, $\text{N}_2\text{H}_4$, may be thought of as derived from $\text{NH}_3$ by replacing an H atom by the $\text{NH}_2$ group. A hydrazine–water (1:1) solution shows some desirable characteristics [90]. The etch rate of oxide, nitride, and most metals in hydrazine solutions is very low. No precipitation occurs during etching and the etching produces good surface quality and sharply defined corners. This etchant, however, has a low anisotropic selectivity and is also toxic.

A 1:1 hydrazine solution at 110 °C gives an etch rate of 360 A s$^{-1}$ and a (100)/(111) ratio of about 6 [90]. Anodic polarization of silicon electrode in hydrazine shows $i-V$ curves to be similar to those in other alkaline solutions [137]. The etch rate is the highest when the mixture contains no IPA indicating that IPA acts as a dilutant but not as a complexing agent. Some mixtures may result in stains on the surface, while other solutions may result in the formation of an oxide film, which stops the etching. The slowest etching planes are the (111) planes and the fastest planes are (211) planes. The etched surfaces may vary from being highly faceted to very flat depending on water content and temperature. The faceted surfaces are made up of square pyramidal hillocks, and the flat surfaces are marked by a cellular structure.

11.6.4 Organic Solutions

11.6.4.1 EDP Solutions

EDP or EPW is a mixture of ethylenediamine (ED or E), pyrocatechol (P), and water (W). This solution usually operates at 110–120 °C (about boiling point) [93]. The typical compositions and etch rates can be seen in Table 5. Figure 23 shows the etch rate as a function of the water content [92]. No etching occurs in solutions without the presence of water and the maximum etch rate is observed with a water molar fraction of about 0.6. The etch rate increases with increasing pyrocatechol content to about 5 mol% above which etch rate becomes constant. There is a definite etch rate without addition of pyrocatechol,
suggesting that it is not an essential component of the etching system but rather a catalyst. Addition of other agents such as pyrazine and \( p \)-benzoquinone has a similar effect [93].

EDP etch solutions can be affected by many operation factors such as bath design, contamination level, silicon content in the solution, and oxygen pressure [93]. Diffusion plays an important role in the etching of silicon in EDP [45]. Trace amount of chemical agents such as diazine, pyrazine, and quinone changes the etch rate and the difference in the etch rates among the crystal planes [46]. The etch rate changes significantly when exposed to air due to the effect of dissolved oxygen. Also, insoluble residues and rough raindrop-like patterns tend to form at low temperatures and with aged solutions [93, 112]. Residue formation occurs with certain compositions even at high temperatures.

The effect of potential is shown in Fig. 24; etch stops at passivation potential and decreases with cathodic polarization for both \( n \)-Si and \( p \)-Si [138, 139]. The etch rate dependence on potential is rather different from that in KOH in which \( p \)-Si etch rate varies only slightly with cathodic polarization (Fig. 21). Also, etch rates at OCP as shown in Fig. 24 are much smaller than the peak values indicating that electrochemical processes play a more important role than that in KOH. Etch rate in EDP is independent of illumination [46].

### 11.6.4.2 Etching Reactions

The presence of water is essential for anodic current and etching to occur in EDP [93, 139]. Water is the active etching species since no etching occurs
for either anhydrous amine or anhydrous amine-pyrocatechol mixtures [92]. Etching does not occur without water even in the presence of fluoride ions. The reaction is mainly a chemical mode with about 20% electrochemical contribution, which is considerably higher than that in KOH solutions [19]. The ratio of the evolved hydrogen to dissolved silicon is close to 2, meaning that evolution of hydrogen is the only reduction reaction accompanying the oxidation of silicon. The dissolution product is $\text{SiC}_2\text{N}_4\text{H}_3\text{O}_6$ [93].

The etching activation energy is about 0.48 eV in a solution with a ratio of E:P:W of 28:3:69% suggesting that the etching process is probably not controlled by diffusion [92]. Etching occurs by oxidation of the silicon by water and hydroxyl ions resulting in evolution of hydrogen and hydrous silica at the silicon surface. The hydrous silica is removed through the formation of the amine-soluble silicon(IV).

The overall reaction process was suggested by Finne and Klein [92] as follows:

\begin{align*}
\text{NH}_2\text{(CH}_2\text{)}_2\text{NH}_2 + \text{H}_2\text{O} & \rightarrow \text{NH}_2\text{(CH}_2\text{)}_2\text{NH}_3^+ \\
& \quad + \text{OH}^- \quad \text{Ionization} \\
\text{Si} + 2\text{OH}^- + 4\text{H}_2\text{O} & \rightarrow \text{Si(OH)}_6^2^- + 2\text{H}_2\text{O} \quad \text{Oxidation} \\
\text{Si(OH)}_6^2^- + 3\text{C}_6\text{H}_4\text{(OH)}_2 & \rightarrow \text{[Si(C}_6\text{H}_4\text{)]}_3^\text{+} \\
& \quad + 6\text{H}_2\text{O} \quad \text{Chelation}
\end{align*}

According to Finne and Klein, an amine environment is required for the pyrocatechol to dissolve (chelate) the hydrous silica. Different amines have different effects on the etching due to their protophilic activity. The alkalinity of EDP medium is weak in comparison to KOH solutions. The low alkalinity of EDP medium does not allow the formation of a soluble silicate and the solvation of silicon is provided by chelating with pyrocatecholate that exists as a partially dissociated monoanion but further dissociates on complexation with Si(IV) [139].

### 11.6.4.3 Ethanolamine

Ethanolamine (\(\text{NH}_2\text{CH}_2\text{CH}_2\text{OH}\)) based anisotropic etchants are developed aiming to replace the toxic EDP etchant [124, 140]. Linde and Austin [124] reported a functional formula which consists of $100 \text{ g gallic acid} + 305 \text{ ml ethanolamine,} $\text{NH}_2\text{CH}_2\text{CH}_2\text{OH,} + 140 \text{ water} + 1.3 \text{ g pyrazine} + 0.26 \text{ ml FC129 (3 M) surfactant.}$ The typical etch rate of (100) silicon in this etchant at 118 °C is about 300 A s$^{-1}$. It has high boron selectivity and good uniformity. Also, the etch rate ratios of silicon to other materials such as carbide, nitride, oxides, and most metals in ethanolamine etchants are very large [108].

Gallic acid functions as an effective silicon complexing agent in aqueous ethanolamine solutions. In the absence of it the etch rate is zero. Etch rate increases with water content. The additions of pyrazines, pyridazines, and triazoles show various catalytic effects on the etching process [140]. The catalysts that lead to faster oxidation result in faster etch rates, and the difference among the catalysts is attributed to a steric effect. Oxidative catalysts tend to influence the etching selectivity of the major crystal orientations [94].

### 11.6.4.4 Tetramethyl Ammonium Hydroxide (TMAH)

TMAH, (\(\text{CH}_3\text{)}_4\text{NOH}\), etchant has been developed more recently for anisotropic etching of silicon [59, 109, 141]. It is relatively safe to use and presents no special...
11.7 Etch Rate Reduction of Heavily Doped Materials

It has very low oxide etch rate and does not attack aluminum if the solution contains a certain amount of silicate. However, hillocks tend to develop in this solution [95, 109].

The etch rate increases with TMAH concentration up to about 4% above which it becomes relatively constant [137]. The etch rates of (100) and (110) planes decrease as a function of TMAH concentration at higher concentrations [95]. The etch rate tends to increase with increasing amount of dissolved silicon in the solution [109]. The etch rate ratio of (100)/(111) planes varies with TMAH concentration and temperature, with a minimum at about 25% TMAH [95]. The slowest etching plane is (111), 1.5 Å s\(^{-1}\), and the fastest one is (210), 99.5 Å s\(^{-1}\) [54]. Addition of IPA into the TMAH solution slows down the etching [96]. Addition of pyrazine into the TMAH solution increases the etch rate slightly and improves surface smoothness [103].

Illumination during etching has no effect on the etching rate [59]. The etch rate decreases sharply at anodic potentials corresponding to the occurrence of passivation [142]. The etch rates at OCP are close to the peak values which is similar to the situation in KOH, indicating very little contribution from the electrochemical process at OCP. At cathodic potentials, n-Si and p-Si are different; while the etch rate on p-Si remains relatively unchanged, that of n-Si decreases with increasing cathodic polarization, which is also similar to that in KOH. The dissolution products in 2 and 20% TMAH solutions are mainly of SiO\(_2\)(OH)\(_2^{2-}\) and its polymers [143]. The etching mechanism has been suggested to be similar to that in KOH.

11.7 Etch Rate Reduction of Heavily Doped Materials

For a given type and orientation, the etch rate of silicon in alkaline solutions is largely independent of doping concentration up to a concentration of about 10\(^{19}\) cm\(^{-3}\) [33, 80]. At a doping level of about 2 \times 10\(^{19}\) cm\(^{-3}\), the etch rate of boron doped silicon drastically decreases with increasing dopant concentration [33, 86, 144]. Reduction by as much as 3 orders of magnitude can be obtained by varying the boron concentration from about 10\(^{19}\) to above 10\(^{20}\) cm\(^{-3}\). This feature has been widely used as an etch-stop technique for the fabrication of silicon microstructures.

Doping with other elements such as carbon, germanium, and phosphorus also results in etch rate reduction as shown in Fig. 25 [33, 145]. Ion implantation of
species such as arsenic to the level of $10^{17}$ cm$^{-3}$ has also been shown to reduce the etch rate [146]. On the other hand, doping with As, P, and Sb was found to change little from $10^{14}$ to $10^{20}$ cm$^{-3}$ in 23.4% KOH $+ 13.3\%$ IPA [79].

The occurrence of etch rate reduction on highly boron doped materials appears to be independent of doping methods, whether by solid-source diffusion, epitaxial growth, or ion implantation [147]. However, the boron concentration at which significant reduction occurs is different for different methods of doping. The critical boron concentration for etch rate reduction to occur is affected by the defect density in different doped materials. For similar boron concentrations, the amount of etch rate reduction in KOH solutions decreases with increasing defect density.

Etch rate reduction is observed on highly boron doped silicon in all major alkaline etching solutions [33, 80, 103]. In NH$_4$OH etch rate reduction is stronger than in EDP and KOH. Much larger etch rate reduction, as high as 8000 times, has been observed [86]. Etch rate reduction is not observed for highly doped silicon in HF-based solutions [3].

11.7.1 Mechanism

Several models have attributed the phenomenon to increased lattice distortion and defect density, surface passivation, or shortened electron life. In an earlier investigation, it was suggested that etch rate reduction is caused by the increased lattice distortion from high doping. Later studies indicated that the reduced etch rate of high boron doped material is not likely to result from lattice distortion or stress.

The shortened electron life model is based mainly on the observation that the decrease of etch rate with boron concentration exhibits an inverse fourth power dependence on the boron concentration [33, 46, 147]. The etch rate reduction at high boron doping levels is attributed by Raley et al. [46] to the reduced electron concentration required for the reduction of hydrogen in the etching process. The rate of reduction reaction is a fourth order reaction with respect to electron concentration $n$.

\[ R \propto n^4 \quad (9) \]

Seidel et al. [148] proposed a similar model, ascribing the reduced etch rate of highly doped material to the reduced electron concentration caused by the degeneracy induced by the heavy doping [33]. According to this model, the etch rate decreases at a concentration corresponding to a doping level of $2.2 \times 10^{19}$ at which the material is degenerated and the Fermi level moves into the valence band, making silicon behave like a metal. The fourth power decrease of etch rate is explained by the fact that for the dissolution of one silicon atom, four charges are required to transfer across the solid/electrolyte interface.

The shortened electron life model could not explain the etch stop on n-Si, in which there are abundant electrons in the conduction band. Also, this model assumes electrochemical reactions responsible for the etching process in alkaline solutions, in which they are in fact largely in chemical nature.

On the other hand, the passivation model, proposed by Palik et al. [80, 149], attributed the etch rate reduction to the easier formation of an oxide film on highly doped silicon. It is supported by a number of experimental observations. First, the difference between passivation potential and OCP decreases with increasing doping concentration, implying easier passivation
for highly doped materials. Secondly, ellipsometric measurements of the samples during etching in KOH solutions indicate the existence of a surface phase on highly doped materials but not on lightly doped materials. This coincides with the $i-V$ curves of highly doped materials, which show no current peak, implying that an oxide film may already exist near OCP. Because of the relatively slow etch rate of oxides in alkaline solutions, boron oxide, and hydroxides, once formed tend to stay on the surface and would thus passivate the surface and inhibit further dissolution of the silicon.

Palik et al. [80, 146] further suggested that the tendency to grow an oxide layer on highly doped materials is due to the strain in the silicon surface, which enhances the Si–B bond such that a borate glass is formed. The strong B–Si bond tends to bind the lattice more rigidly, thereby increasing the energy required to remove a silicon atom high enough to stop etching. The atomic concentration of boron doped silicon at etching stop levels corresponds to an average separation between boron atoms of 20–25 Å and is near the solid solubility limit ($5 \times 10^{19}$) for boron substitutionally introduced into the silicon lattice. Silicon doped with boron is under tension as the smaller boron atom enters the lattice substitutionally, thereby creating a local tensile stress field.

11.8 Anisotropic Etching

Anisotropic etching, that is, different dissolution rates on different crystal planes, is a characteristic feature of silicon etching in alkaline solutions. Strictly speaking, the etch rate of silicon always depends, to a various extent, on crystal orientation in all etching solutions, acidic or alkaline. However, the etch rate difference among different planes is small in acidic HF solutions compared to those in alkaline solutions. Figure 26 shows the etch rate ratios of (100)/(111) and (110)/(111) planes in various solutions.

In HF-based solutions the ratios are close to 1, varying only slightly with different solution compositions. An exception is in NH$_4$F solution with the addition of copper ions in which the etch rate ratio of (100)/(111) is found to be as high as 15 [65]. Addition of silver or gold ions does not have such an effect. The special effect of copper ions on anisotropy may indicate that the copper deposition
process may be anisotropic since etching in solution with metal ion oxidants is accompanied by deposition of the metal on the surface.

The etch rate ratio in alkaline solutions, on the other hand, tends to be large and to greatly change with solution composition and etching conditions. KOH-based etching solutions are the most widely used anisotropic etchants \[2, 45, 82\]. These etchants show the highest etch rate ratio of \((100)/(111)\) and \((110)/(111)\) planes. Ratios as high as 300–400 for \((100)/(111)\) and 600 for \((110)/(111)\) can be obtained \[150, 151\]. The etch rate ratio is even higher at room temperature; ratio as high as 2500 is achievable for \((110)/(111)\) planes in KOH solution \[151\]. Addition of IPA into KOH results in a decrease of etch rates differently for the three major orientations \[79\]. As a result, at certain alcohol concentrations, the order of the etch rates is changed due to the reverse order of the etch rates for \((100)\) and \((110)\).

Among the organic alkaline systems, solutions consisting of ethylenediamine, water, and pyrocatechol (EDP) are among the most widely used. The etch rate ratio in EDP, although lower than that of KOH, is rather high compared to other organic etchants as shown in Fig. 26. Etch rate ratios are almost constant with respect to doping concentration up to the heavily doped levels where etch rate reduction occurs \[45, 80, 92\]. A highly defective surface, such as a saw-damaged surface, may not exhibit anisotropic etching rates \[152\].

The \((111)\) surface is the slowest etching plane in alkaline etchants in all reported investigations \[45, 54, 91\]. The fastest etch plane in alkaline solutions, on the other hand, depends on solution composition. For example, for silicon surfaces of different orientations ranging from 0 to 45° from the \((010)\), the plane of fastest etch rate is \((210)\) in 35% KOH at 80 °C \[81\]. In the etching system of hydrazine and water, and hydrazine, IPA, and water, the fastest plane is \((211)\) \[91, 131\]. In KOH, \((411)\) is found to be the fast etching plane in one study \[153\] while \((320)\) in another \[154\], \((331)\) in KOH–propanol–water system \[52\], and \((110)\) in CsOH \[154\]. Table 6 shows that \((210)\) and \((310)\) are the relatively fast etching planes in TMAH solution while \((110)\) and \((320)\) are the ones in the

<table>
<thead>
<tr>
<th>Orientation</th>
<th>TMAH</th>
<th>KOH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Etch rate</td>
<td>Ratio of X/(111)</td>
</tr>
<tr>
<td>(100)</td>
<td>45.3</td>
<td>30.2</td>
</tr>
<tr>
<td>(110)</td>
<td>88.7</td>
<td>59.1</td>
</tr>
<tr>
<td>(210)</td>
<td>99.5</td>
<td>66.3</td>
</tr>
<tr>
<td>(211)</td>
<td>87.8</td>
<td>58.5</td>
</tr>
<tr>
<td>(221)</td>
<td>79.5</td>
<td>53</td>
</tr>
<tr>
<td>(310)</td>
<td>98.2</td>
<td>65.5</td>
</tr>
<tr>
<td>(311)</td>
<td>96.0</td>
<td>64</td>
</tr>
<tr>
<td>(320)</td>
<td>95.7</td>
<td>63.8</td>
</tr>
<tr>
<td>(111)</td>
<td>1.5</td>
<td>1.0</td>
</tr>
</tbody>
</table>
KOH solution [54, 78]. For (110) and (100) planes, which one etches faster depends on the formulation of the etchant as shown in Fig. 26. It is interesting to note that in HF solutions the etch rate of (111) plane may not be the lowest as shown in Table 4.

The etch rate in the vicinity of {111} crystal planes is extremely sensitive to small angular misalignments as shown in Fig. 27 [45, 54, 92]. Deviation by 1 °C from the (111) plane leads to an increase of etch rate by a factor of 5 in EDP and TMAH and by about a factor of 2 in KOH. Because of the sensitivity of the etch rate to small deviation from the (111) planes, etch rate ratios may be much reduced for slightly misoriented (111) samples relative to that of perfectly oriented (111) material. The etch rate ratio of different planes is very sensitive to the misalignment of mask, which is considered to be responsible for the large variations sometimes reported in the literature on etch rate ratios under identical conditions [82, 155]. It has been shown that for a misorientation of half a degree in the alignment of the mask, the etch rate ratio of (110):(111) in 44% KOH at 85 °C changes from above 400 to 70.

11.8.1 Rate-Limiting Process

Etching anisotropicity arising from differences in the atomic arrangement on the surface of different orientations necessarily indicates that the process is controlled by lattice-dependent surface reactions. Any shift from surface-controlled processes to nonsurface processes will result in a decrease of anisotropicity. Experimental data generally show that although mass transport may be rate limiting for the fast etching of (100) plane in some solutions, it is the surface-controlled processes that are the rate-limiting steps in the slow etching of (111) plane in all anisotropic etchants.

The rate-controlling process can also be evaluated by the apparent activation energy as shown in Table 5. Etch rate ratio appears to increase with increasing activation energy, with the highest ratio and activation energy being in KOH. High activation energies are also found in HF–HNO₃ solutions with high HF concentrations, which are isotropic etchants. In this case, the rate controlling surface process is associated with the surface carrier concentration instead of the lattice structure as in alkaline solutions. An important difference between isotropic etching and anisotropic...
etching, when both are controlled by surface processes, is that the former is not sensitive to variations in lattice structure but the latter is.

11.8.2 Mechanism of Anisotropic Etching

Many models have been proposed for the mechanism of silicon anisotropic etching in alkaline solutions. They can be grouped into two categories: those that attribute the relative slower etch rate of (111) planes to the presence of a passive oxide film on the surface, and those that consider the etch rate difference among different orientations to be governed by reaction kinetics.

The models based on surface passivation suggest that a passive layer, similar to the silicon oxide formed under an anodic potential, exists on (111) silicon at OCP but not on other planes [82, 126, 156]. Instead of oxide, formation of inactive hydration complexes of K\(^+\) and OH\(^-\) has been proposed to block the (111) surface [49, 134]. The fact that the relative etch rates of the different planes vary with the type of solution was attributed to the orientation-dependent adsorption of solvation complexes on the surface.

The passivation models are not in agreement with a number of experimental observations. Firstly, it has been found that the (111) surface in KOH at OCP is free of oxide and is terminated by hydrogen [50, 157]. Also, the passivation potential for (100) surface in KOH solutions is more negative than that of (111) surface indicating that it is easier to passivate (100) surface than the (111) surface [128, 139]. Furthermore, the etching of silicon at OCP in alkaline solution is mainly a chemical reaction (no involvement of carriers), while the formation of oxide is an electrochemical one [18, 19, 158]. In addition, the etch rate of (111) surface in KOH, although much smaller than those of (100) and (110) planes, have definite values, in the range of 2–10 A s\(^{-1}\), which is much larger than the dissolution rate of passive oxide film in KOH in the order of 0.01 A s\(^{-1}\) [126].

The basic consideration in reaction kinetics models is that the reaction rate is determined by the lattice structure on the surface. The difference in the lattice structures of various crystal planes gives rise to differences in surface bond density, electron density, surface free energy, and so on, which then determine the dissolution rate of the surface silicon atoms. The rate of this reaction is determined by the bonding condition of the surface silicon atoms. The difference in etch rate between (111) and (100) surfaces was considered to relate to the bond densities on the two surfaces in the early models [18]. It was soon recognized that this effect alone will not cause an etch rate difference of more than a factor of 2. Some models attributed the anisotropic etching to the different energy levels of surface states on (111) and (100) surfaces arising from binding surface atoms to OH\(^-\) [45]. The difference in the activation energy of various crystal planes was related to the difference in the energy states of the backbonds of differently oriented surfaces. Such a difference in energy levels has also been attributed to the difference in work function between (111) and (100) planes [139].

A number of studies attributed lattice defects to be the cause of anisotropic etching. On the basis of the finding by STM imaging, Allongue et al. [19, 157] proposed that the anisotropic etching occurs preferentially at the kink-site atoms at the edges of terraces. Jakob and Chabal [158] reasoned that the silicon
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atoms, such as those at the steps and kink sites, that are most physically accessible are preferentially attacked. The reactants and the dissolved complex have a certain physical dimension and orientation so that certain pathways may be forbidden due to steric constraints.

Elwenspoek [159] used the quantity of step free energy, which is the free energy required to generate steps on a flat surface, to measure the effect of surface defects on the anisotropic etching rate. The etching kinetics of a crystal is governed by the kinetics of step formation and removal. The rate-determining step in the dissolution process is the step generation. The etch mechanism of a smooth face is characterized by a nucleation barrier associated with the step free energy. The difference between the etch rates of crystal planes (111), (110), and (100) is thus due to the difference in step free energy, which is the largest for the (111) surface. For a rough face with many steps, for example, a misoriented crystal plane, there is no nucleation barrier as the step free energy is near zero. In such a case, atoms may be removed from the surface without changing the number of steps.

11.8.2.1 A General Model for both HF and KOH Solutions

A coherent mechanistic model has to address three basic aspects: (1) the physical cause for the difference in the removal rates of individual atoms from the surface of different crystal orientations, (2) the kinetic processes that actualize such physical cause, and (3) the surface condition that determines the removal rate of the surface atoms. Also, the model has to be consistent with the data from the alkaline etching and HF etching.

The physical cause in the first aspect can be considered to be, most convincingly, associated with the backbond strength theory [18, 157, 158]. Because of the adsorption of $\text{OH}^-$, which has a large electronegativity, the backbond is polarized and weakened. The (111) plane has only one $\text{Si}–\text{OH}$ surface bond, whereas (100) surface has two bonds as characteristically represented by the scheme shown in Fig. 28. The atoms on the (100) surface thus have weaker backbonds compared to those on the (111) surface due to the larger polarization. This is considered the fundamental cause for the higher dissolution rate of (100) surface than that of (111) surface.

Regarding the second aspect, generally, as shown in Fig. 29, three species may be involved in the etching reaction: charge carriers, that is, electrons and holes, at the semiconductor surface; chemical species such as $\text{OH}^-$, $\text{NO}_3^-$, $\text{H}_2\text{O}$, and so on near the surface in the solution; and active surface silicon atoms which are favorable sites for reaction and removal. Unlike the other two species, charge carriers may or may not be involved depending on whether the reaction is of an electrochemical nature. The concentrations of each of these species are determined by different processes such as diffusion, migration,

![Fig. 28 Schematic illustration of the bonding condition of (100) and (111) surfaces.](image-url)
adsorption, solvation, and so on. In particular, the concentration of surface-active silicon atoms depends on crystal orientation, which is the third aspect to be discussed below.

Since the anisotropic etching in alkaline solutions occurs on a bare surface of silicon, formation of an oxide film will mask the crystallographic differences among the surfaces of different orientations and thus result in isotropic etching. Also, experimental results indicate that while isotropic etching may occur under either diffusion control or activation control, anisotropic etching can only occur by processes that are surface controlled at least for the slow etching surfaces. Anisotropic etching does not occur when the etch rates of all the surfaces, including the ones with the slowest etching rates, are controlled by the supply of the solution species. Whether charge carriers are involved in etching reactions is also important. Charge carriers are involved in the isotropic etching in HF solutions but not in the anisotropic etching in KOH solutions.

The third aspect in the etching mechanism is about the nature and concentration of the active surface silicon atoms. Since the stability of surface atom depends on the number of backbonds, it can be proposed that the probability of atom removal from a perfectly (111) surface lattice is very small and etching on (111) surface proceeds only at lattice inhomogeneities such as steps, kinks, and vacancies. Thus, a perfect (111) surface will have an extremely low etch rate and the etch rate of real (111) surfaces is determined by the etch rate at the steps and the density of the steps.

The key points of this third aspect can be summarized as (1) the etch rate of a perfect (111) surface is negligibly small, (2) the etching of real (111) surfaces is due to the etching along the edges of (111) steps, (3) the amount of the (111) steps depends on the degree of misorientation from the perfect (111) plane, (4) all crystallographic planes can be viewed as composed of the (111) terraces and steps at a microscopic level. The etch rate of a surface with an angle from (111) surface can then be correlated with that at (111) steps as shown in Fig. 30. The vertical etch rate, $V_v$, which is the planar etch rate normally measured in experiments, is

$$V_v = V_s a/b$$

where $a$ is the step height, $b$ the terrace width, and $V_s$ the step etch rate. For a small angle $\theta$, it becomes

$$V_v \approx V_s \theta$$

Thus, the etch rate of a surface is proportional to the angle of deviation from
(111) surface. For a given surface with a dimension of \( l \) the above equation can also be expressed as

\[
R_v = R_{s\text{an}}/l \quad (12)
\]

where \( n \) is the number of steps over the length \( l \). Thus, the larger the misalignment from the (111) surface the more the terraces and steps, and thus the larger the etch rate. This means that the surfaces with large angles to the (111) surface have higher etch rates relative to the (111) surface. Essentially, this implies that at the atomic scale etch occurs only at the steps of the most inert surface, that is, the (111) steps in a direction parallel to the (111) terrace.

In the case of a perfectly oriented (111) surface, such as the side walls of etched cavity on a (100) wafer, there may still be a definite etch rate because steps may be generated from surface defects such as vacancies and dislocations. Thus, for a smooth and perfectly oriented (111) surface, the etch rate is limited by the rate of step generation, that is, a nucleation process.

According to the model illustrated in Fig. 29, the dissolution of a silicon surface involves three essential species: etching species \( A \) such as \( \text{OH}^- \) in the electrolyte, active silicon atoms on the surface \( \square \), and charge carriers from the semiconductor \( e \). The etch rate of the surface can then be expressed as

\[
R = k[A]^a[\square]^b [h]^c \quad (13)
\]

where \( a, b, c, \) and \( k \) are constants. In KOH where the dissolution is predominantly chemical in nature the etching is independent of \( [h] \). Equation (13) is reduced to

\[
R = k[A]^a[\square]^b \quad (14)
\]

On the other hand, in HF solutions in which the dissolution reaction strongly depends on carrier concentration and the etch rate is described by Eq. (13). The reason that the planar etching rate in HF solutions is isotropic can be attributed to the fact that the etched surface in the exponential region is rough at an atomic scale. Therefore, the densities of active silicon atoms on such a rough surface are similar for different orientations. In the electropolishing region, where the dissolution proceeds through oxide formation and dissolution, the etching is isotropic due to the fact that anodic oxide is amorphous and is identical on the surfaces of different orientations. The etching in this region is intrinsically isotropic.

The reactivity of the surface can be generally described by the density of the active surface atoms as illustrated in Fig. 29. The
density of the surface-active atoms determines the difference in the reactivity of different surfaces. Thus, the etching of silicon in KOH is anisotropic because the difference in the density of the surface-active atoms on (100) and (111) surfaces is large. On the other hand, the etching of silicon in HF–HNO₃ is largely isotropic because the density of the surface-active atoms is similar for surfaces of different orientations. This is because in HF solutions the surface has an intrinsic tendency to roughen due to the sensitivity of the electrochemical reactions to surface curvature [12]. The surface which is rough at the atomic scale has no distinct crystallographic character and can be viewed as an amorphous surface as illustrated in Fig. 31a. On the other hand, the surface shown in Fig. 31b, which is less rough and has a clear crystallographic character can exhibit anisotropic behavior when the kinetics is limited by the number of active sites. It can be generalized that when the number of atoms at kink sites, steps, and other defects is close to the density of surface atoms, the surface loses its crystallographic nature. Similarly, the reaction is also essentially isotropic in the case of electropolishing in HF solutions because the dissolution is through the formation and dissolution of silicon oxide that is amorphous in structure. The formation of an amorphous oxide film masks the crystallographic nature of the substrate as shown in Fig. 31c.

11.8.3 Basic Features of Anisotropically Etched Surfaces

Anisotropic dissolution of crystal surfaces results in the formation of surface contour whose geometric features depend on the crystal orientation [81]. During steady-state etching the etched surface profile exhibits a characteristic shape: convex or concave [160]. A convex surface will be bounded by fast etching planes while a concave surface will be bounded by slow etching planes.

Etching of a sphere, which is a convex surface, will result in a polyhedron bounded by faces which exhibit high etch rates, and vertices corresponding to minima in etch rates [160]. Since the fast etching planes vary with solution composition the faces and vertices of etched polyhedron also vary. For example, in KOH solutions the polyhedron has six four-sided <100> vertices and eight six-sided <111> ones, defining 24 {320} fast etching planes [161]. In CsOH solution the polyhedron has eight three-sided <111> vertices and six four-sided <100> giving 12 {110} fast etching planes. A sphere etched in hydrazine–water mixture gives eight curved

Fig. 31  Schematic illustration of the conditions of surface lattice structure: (a) amorphous-like surface with no identity of orientation, (b) surface with kinks, steps, and terraces characteristic of certain crystalline orientation, and (c) surface with no identity of the lattice structure of the crystal due to the coverage of an amorphous oxide film.
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faces with the center of the faces to be (100) planes and the corners point in the <111> directions [91]. In RbOH solution the polyhedron has 14 vertices and 24 curved faces [125].

Using masks of different shapes and orientations and controlling the planes to disappear and develop during etching, various etched features such as cavity or pyramid can be obtained from anisotropic etching [162]. Cavities and mesas etched on silicon in alkaline etchants are bounded by sidewalls, which represent the slowest etching (111) planes of the crystal. The exact geometry of cavities etched through a mask opening is a function of the orientation of the wafer, the geometry of the opening, its alignment relative to wafer’s crystal axes, and the duration of etching [130]. Figure 32 illustrates the shape of three cavities anisotropically etched on (100) surfaces through openings of different geometry defined by the masks. After sufficient etching time, the intersection of the cavity and the surface is a rectangle bounded by four (111) planes that enclose the opening defined by the mask.

The final rectangular cavity bounded by four (111) planes independent of the initial opening shape can be explained with the (111) step etching model illustrated in Fig. 30. All the (111) steps that intercept the etching (100) surface and are exposed within the opening defined by the mask are etched in a direction parallel to the (111) planes. The etching along these planes will continue until perfect (111) planes, which define the walls of the etched cavity, are reached and all the exposed (111) steps vanish. Similar to fabrication of a cavity, a convex feature like pyramids can be fabricated by etching a masked (100) silicon surface [68, 163, 164].

For (110) wafer, the geometries of the etched holes are different because the four sets of {111} planes that form the sidewalls of the cavities are not equivalent. Vertical grooves with a high-aspect ratio can be obtained by etching a masked (110) wafer since two sets of {111} planes are vertical to the (110) surface [82].

\[ \theta = 54.74^\circ \]
\[ U = R_{(111)} \sin \theta \]
\[ W_0 = W_{si} - 2 t_{si} \]

Fig. 32 (a) Anisotropically etched holes through small openings of different geometry in a surface film on a (100) oriented silicon wafer. Four convergent self-limiting (111) etch planes define the sidewalls of each cavity. The geometry of the opening is: (1) arbitrary, (2) rectangular (3) circular. The four sets of {111} planes in a (100) crystal are equivalent and intersect each other at the surface along the [109] directions. (b) Cross section through anisotropically etched pattern in Si(100). The orifice dimension \( W_0 = W_{si} - t_{si} \), and the underetching \( U \) are a function of the etch rate \( R_{(111)} \) of the (111) planes and etching time \( t \) for an accurately aligned pattern and three defect-free Si–SiO₂ interfaces (after Bassous [130]).
For a convex square or rectangular structure, etch undercutting occurs at a corner, which can be a problem in the etching for deep structures [101, 131]. The amount of corner undercutting is proportional to the depth of the etching feature as shown in Fig. 33a [131]. Such clear proportionality is due to the definite etch rate of the particularly fast etch planes in the etchant. Because the fast etchant planes are etchant specific, the surfaces that define the etched corner may be different depending on the etchant. The planes are found to be \{3\bar{3}1\} in KOH–propanol–H$_2$O etchant [118, 131]. They are \{4\bar{1}1\} planes in pure KOH solutions [153, 165] and can vary with KOH concentration [24]. In KOH–propanol–water solutions the etched corner is bounded by \{3\bar{3}1\} planes [131]. In hydrazine–water solutions, \{2\bar{1}1\} planes are found to define the etched corner [91, 166]. The problem of corner undercutting can be circumvented using compensation masks [91, 165].

Etching of a corner defined by \{11\bar{1}\} planes can be explained by the \{11\bar{1}\} step etching model illustrated in Fig. 30. The etching of perfectly oriented \{11\bar{1}\} planes are determined by the generation of steps.

The corner, being the terminating line of the two \{11\bar{1}\} planes, can serve as the site to generate \{11\bar{1}\} steps. Once a \{11\bar{1}\} step is generated it will be etched at a rate determined by the etching conditions. The apparent orientations of the two etched surfaces are determined by the rates of step generation and step etching as illustrated in Fig. 33b. A fast step etch and a slow step generation will result in a surface with a small angle to the \{11\bar{1}\} plane.

### 11.9 Surface Roughness

Surface roughness, which appears as a series of peaks and valleys on a microscopic scale, is a measure of the degree of unevenness of a solid surface. At an atomic scale, it describes the uneven termination of the lattice at the surface relative to a perfectly flat reference plane. Roughness can be described at two levels: microroughness and macroroughness. The microroughness describes the surface unevenness due to atoms, vacancies, kinks, and steps associated with the few layers of atoms on the surface and macroroughness describes the
surface topological variations beyond the first few atomic layers. Macroroughness usually exceeds the microscopic roughness by several orders of magnitude [167]. A surface that is macroscopically (over a large area) rough may be microscopically (over a small area) smooth.

Surface roughness is an important factor in the performance and reliability of devices having microscopic dimensions [136]. It can essentially affect all aspects of silicon technology [168, 169]. To guarantee the performance of electronic devices the microstructures fabricated from silicon are required to be smooth, with roughness much smaller than the dimensions of the structure components [127]. As the device dimension gets smaller the device will be composed of thinner oxides and shallower junctions and the effect of surface roughness will become critical.

11.9.1 Microroughness

Microroughness, or surface unevenness, at the atomic scale is always present on a real surface whether it is smooth or rough at a macroscopic scale. For a macroscopically smooth surface the microroughness is mainly determined by the wafer polishing and cleaning processes that are used to prepare the surface for further processes. As-received wafers generally have very small microroughness, typically 0.15–0.4 nm (rms) [136, 170, 171].

Any cleaning process can alter microroughness. For example, cleaning with the RCA process is found to increase the microroughness of as-received wafers from 0.2 nm (rms) to about 0.4 nm [136]. Any modification to each of the steps used in the RCA cleaning can also affect the microroughness [87, 111, 136, 158, 170].

Etching in HF-containing solutions is particularly important since they are involved in almost all cleaning processes for silicon surfaces. It is often the last cleaning step in surface preparation for further processing. The silicon surface that is treated with HF solution is terminated by hydrogen. The atomic level flatness is related to the concentrations of monohydride, dihydride, and trihydride [172–174]. On a (111) surface monohydrides tend to form on the perfect lattice while dihydrides and trihydrides tend to form at steps and defects. An atomically flat (111) surface is dominated by monohydrides and a straight step is dominated by dihydrides. Silicon surfaces, either (111) and (100) orientations, after being treated in HF solutions are generally rough at an atomic scale and have surface features such as steps, kinks, and defects [158, 174, 175].

The microroughness of silicon surface in various cleaning solutions generally increases with time, that is, with the amount of material removal [111, 136, 171]. Thus, the small roughness observed on the surface treated in cleaning solutions is generally associated with a small amount of material removed and larger surface roughness with removal of a large quantity of material.

11.9.2 Macroroughness

The macroroughness of a silicon surface treated in a solution can be determined by numerous factors associated with the initial surface condition, the crystal orientation, solution composition, and treatment procedure and time.

In HF solutions, in which silicon etches only very slowly, a silicon surface tends to become rough with lapse of time due to the formation of etch pits
over prolonged etching [171]. Similarly, roughness tends to develop in BHF solutions due to surface pitting [111]. In HF−HNO₃ solutions, in which etch rate is high, the roughness of etched surfaces depends on the composition of the solution. For a given HF concentration, there is a concentration range of HNO₃ within which smooth surface can be obtained [76, 176]. In HF−CrO₃ solutions the surface roughness is found to decrease with decreasing HF/CrO₃ ratio [62, 63].

In KOH solutions, the roughness varies with concentration with a peak at about 5 M and it is lower in stirred solutions than in nonstirred solutions at room temperature [127]. In nonstirred solutions, the roughness is parallel to the etch rate which also shows a peak at about 5–6 M, but in the stirred solutions it remains at a relatively small value in the whole concentration range. The roughness of (100) etched surface decreases with KOH concentration at different temperatures [78, 169]. Roughness in KOH tends to decrease with increasing temperatures. Cleaning with different water and HF rinses have little effect on the roughness of the etched surfaces in KOH solution, implying that native oxide on the surface is not important in determining the roughness [127, 167, 177]. The composition of solution is also important in affecting the surface roughness in other alkaline solutions [91, 95, 109, 140].

The roughness of the silicon surface changes with many operating conditions. It is a strong function of potential [9, 38, 129, 178]. Addition of parts per million levels of surfactants can significantly change the etch rate and surface roughness in KOH solutions [167] and in fluoride-based solutions [111, 179]. Wafer growth process [169], flow rate etchant [180], and position of wafer in cleaning tank [177] are also found to affect the roughness.

Macroroughness varies with the amount of material removed [127, 152, 169]. For a given etching system, there is a steady-state roughness. If the initial roughness is smaller than this roughness the roughness of the etching surface tends to increase, and if the initial roughness is larger than the steady-state roughness it tends to decrease. For example, in wafer etching, the surface roughness increases with time on the polished front side (initial roughness 2.5 nm) but decreases with time on the backside (initial roughness 300 nm) [167]. Generally, as-received silicon wafers have a very small surface roughness, and in most etchants the roughness tends to increase as etching proceeds. The effect of time depends on orientation; the roughness of the (110) plane has been found to increase with time while those of (111) and (100) planes remain relatively constant [78]. In KOH solutions, it was observed that as soon as the duration of etching exceeds a critical time, about 15 minutes, characteristic pits or hillocks develop on the etching surface [181].

11.9.3 Crystallographic Characters and Formation of Hillocks

Surface roughness of silicon crystals has clear crystallographic characteristics as illustrated in Fig. 34 [78]. On a microscopic scale, roughness is associated with lattice steps, vacancies, and so on, which are determined by the lattice structure of the surface. At a macroscopic level, crystallographic character may be revealed in the topographic features, for example, the hillocks formed on (100) surface.

The macroroughness of etched silicon surface in alkaline solutions is a function
of surface orientation [45, 81, 181]. For example, Sato et al. [78] found that for etching KOH the smoothest surface appears at the (100) plane while the (320) and (210) planes, which also have higher etch rates than other planes, are very rough.

The (100) surface tends to roughen quicker than (111) surface and the roughness tends to be permanent on (100) surface while it tends to be transient on (111) surface [47]. Such crystal orientation-dependent roughness could be explained by the anisotropic etching model illustrated in Fig. 30. The preferential etching at the (111) steps of the (111) terraces results in the removal of the terraces and reduction of the (111) steps and a reduction of microroughness.

In particular, the hillocks formed on (100) surface are crystallographic structures bounded by four (111) planes resulting from the anisotropic etching and their formation directly contributes to the roughness of the surfaces [127]. Hillocks may, under certain conditions, form in HF-based solutions [158], but most commonly in alkaline etchants [88, 109, 127]. Since (111) surface etches very slowly the formation of hillocks leads to the decrease of etch rate [88, 127].

The extent of hillock formation in alkaline solutions depends strongly on solution composition and operating conditions. Solution stirring and higher solution temperature reduce the hillock-associated surface roughness in KOH solutions [45, 127]. In NH₄OH solutions it occurs for all concentrations, temperatures, stirring conditions, and sample preparations [86, 88]. Hillocks tend to readily form on poorly cleaned surfaces and in etchants containing excessive amounts of dissolved silicon [109, 182]. They may result from local masking by contaminants or deposits of reaction products at the apex of the pyramidal hillocks. The anisotropic dissolution of the material around the masked area results in the formation of pyramid. The masking substances can be surface contaminants, precipitates in silicon material, surface deposits, and formation of gas bubbles [109, 127].

Formation of hillocks can be reduced by controlling solution composition,
temperature and agitation, electrode potential, surfactants, pressurizing, and so on [88, 95, 127]. In NH₄OH solutions it can be suppressed by the addition of H₂O₂. In TMAH solutions at concentrations lower that 25% small hillocks start to develop and the size and number increase with decreasing concentrations [78, 95]. Addition of IPA in TMAH increases the size of hillocks but does not change hillock density. Electrode potential can also affect hillock formation [129]. Increasing the pressure above the etchant bath is found to enhance the formation of hillocks in KOH solutions [121].

11.9.4 Origins of Roughness

Roughness developed in a cleaning or etching solution is a result of uneven dissolution across the crystal surface. Many factors in an etching process may contribute to the uneven distribution of the dissolution rate at both micro- and macroscales. In general, any process that causes temporary or permanent surface inhomogeneity will result in preferential dissolution of some areas relative to other areas.

The causes for roughness may be grouped into two categories, process dependent and material dependent as shown in Fig. 35 [3, 127]. The process-dependent causes are the deposition of metal or nonmetal particles (Fig. 35a,b) or bubbles (Fig. 35c) which provide masking to the deposited areas. The difference in the masking effect between a metal and a nonmetal particle is that metal can actively participate in the dissolution reaction by a galvanic action. The material-dependent causes, such as preferential dissolution at lattice defects (Fig. 35d), anisotropic dissolution associated with terraces and steps (Fig. 35e), and formation of pores (Fig. 35f) are associated with the structure and property of silicon crystal.

The surface of silicon crystal, no matter how it is finished, will have a certain number of lattice defects, which tend to dissolve preferentially, resulting in formation of etch pits and other features. Also, a silicon surface, whether initially smooth or not, in HF solutions, has an intrinsic tendency to roughen and form micropores governed by sensitivity of the electrochemical reactions on a semiconductor electrode to surface curvature [12]. Furthermore, the two groups of factors shown in Fig. 35 may affect each other. The initial lattice

![Fig. 35](image_url) Schematic illustrations of the possible origins of surface roughness.
inhomogeneities may provide the sites for deposition while localized deposition may enhance the development of etch features such as pits or hillocks.

11.10 Applications of Etching

The applications of etching can be broadly classified into three categories: (1) surface preparation, (2) structural characterization, and (3) device fabrication [160]. In category (1) etching is used to prepare suitable surfaces for subsequent physical and chemical measurements or processing. Here etching is used as a tool for cleaning or polishing, for removing the damaged or defective surface layer, or for surface stabilization. In category (2) etching is used for the identification of defects such as dislocations, for microstructural studies, for orientation examination, or for impurity distribution. In category (3) etching is used for removing materials and for machining structures in device fabrication.

11.10.1 Cleaning

A clean surface is essential for device reliability and performance [183]. It becomes critical as the dimensions of devices become smaller and smaller as a result of ever-increasing integration and complexity. It has been estimated that over 50% of yield losses in integrated circuit (IC) fabrication are due to microcontamination [184]. Today, a typical process flow for advanced ICs consists of 300 to 500 steps, 30% of which are wafer cleaning steps [185]. The need for wafer cleaning can be separated into three areas: (1) preparation of the wafer surfaces for oxidation, diffusion, deposition, and metallization, (2) preparation for the application of photoresist, and (3) removal of photoresist after the etching process [186, 187].

A cleaned silicon wafer is (1) particle free, (2) without organic contaminants, (3) with minimal metallic contamination, (4) free of native oxide, and (5) with minimal surface roughness [24, 58]. A clean surface has a surface concentration of contaminants such as Fe, Cu, and Ni of less than $10^{10}$ cm$^{-2}$ and microroughness of about 0.2 nm [136]. As-received wafer typically has several thousand particles, a roughness of about 0.2 nm and metal concentrations of about $5 \times 10^{10}$–$10^{12}$ cm$^{-2}$ for Fe, Cu, and Zn [135, 188, 189]. The degree of cleanness is constantly improved as cleaning technology continues to progress.

Contaminants on silicon surfaces can be classified as molecular, ionic, and atomic or as hydrocarbons, metals, and particles [57, 190]. Typical molecular contaminants are waxes, resins, oils, and organic compounds that are commonly generated in the processes after sawing, or from human skin and plastic containers. They are usually attached to the surface by weak electrostatic forces. Ionic contaminants such as Na$^+$, Cl$^-$, F$^-$, and I$^-$ are present after etching in HF or alkaline etchants. They may be precipitated on the surface by physical adsorption or chemical adsorption. The atomic contaminants of concern are metals such as gold, iron, copper, and nickel originating from acid etchants. The metallic impurities can only be effectively removed by wet cleaning processes [58, 136]. The ceramic particles such as SiC, Si$_3$N$_4$, Al$_2$O$_3$, SiO$_2$, and C, originate to a large extent from wet processes and cleaning baths. These particles are attracted by the electrical field generated by the wafers [190]. The contaminants may physically locate in different phases at the
Electrochemistry of Silicon Etching

silicon/electrolyte interface depending on whether the surface is covered with an oxide film and whether the contaminants are adsorbed onto the surface before, during, or after the formation of the oxide film.

11.10.1.1 RCA Cleaning

The RCA process, which was originally developed by Kern and Puotinen in 1970 [57], is still the basis of current wet cleaning processes for bare or oxide-covered silicon surfaces. The original RCA cleaning, which tends to etch 30–40 Å silicon substrate during the process [55], is based on two hydrogen peroxide solutions: an alkaline mixture with ammonium hydroxide followed by an acidic mixture with HCl [184].

In the first treatment, a hot solution of NH₄OH (27%), H₂O₂ (30%), and H₂O, with a proportion of 1:1.5 to 1:2.7 by volume of the chemical agents, known as the SC1 cleaning solution, is used [184]. The SC1 solution is designed to remove organic contaminants by both solvating action of the ammonium hydroxide and the oxidizing action of the peroxide. The oxidizing action also results in the formation of surface silicon oxide, which dissolves in the solution. It is thus very effective in particle removal as continuous oxidation and etching of the oxide take place under the particles [170]. The metal surface contaminants such as gold, silver, copper, nickel, cadmium, zinc, cobalt, and chromium are also oxidized by H₂O₂ and dissolved by the complexing effectiveness of the ammonium hydroxide [136, 184, 189].

The second treatment step exposes the rinsed wafer to a solution known as the SC2 solution, which is a hot mixture of H₂O₂ (30%), HCl (37%), and H₂O in the proportions of 1:1.6 to 2:1.8 by volume. This cleaning solution is designed to remove alkali ions and cations such as Al³⁺, Fe³⁺, and Mg²⁺. It also cleans metallic contaminants that are not entirely removed in SC1 solution, such as gold [57]. A preliminary cleaning step with a hot H₂SO₄–H₂O₂ mixture (2:1) can be used for grossly contaminated wafers having visible residues. The SC1 solutions are continually modified for better results, dilution [55], ultrapure water [190], ozonized water [58] and other additions [44, 136, 184]. More recently, this cleaning solution is often used with a concentration only one-tenth of the original solution to avoid surface roughness and to reduce production cost and its effect on the environment [191].

Cleaning of metallic impurities on a silicon surface requires the oxidation and dissolution of the metal atoms. Most metals have a standard potential that is much higher than that of silicon. To oxidize the metal atoms, the electrode potential, at least in the local area of the deposits, has to be raised to the level of the reversible potential of the metal. In the SC1 cleaning solutions the potential of silicon is 0.4 V SCE at which the silicon surface is passivated (it is −1.10 V SCE without H₂O₂) [84]. This means in the SC1 solution the species with reversible potential less than 0.4 V SCE will be oxidized. Passivation, which is responsible for the slow etch rate in the SC1 solution [55], serves three purposes: (1) it allows the surface to be anodically polarized, which is required for oxidizing of metal impurities, (2) it prevents much etching of the substrate during the cleaning process, and (3) it helps to physically dislodge the metal atoms from the surface by forming an oxide layer between the metal atoms and the silicon surface.

11.10.2 Defect Etching

Defect etching refers to the etching process that preferentially attacks the strained
bonds of defects within a crystal. It is a simple and fast method to determine the structural perfection of a single crystal. The morphological features developed by defect etching have a characteristic shape and may occur at random or in arrays revealing crystalline imperfections such as dislocation, slip, lineage, and stacking faults. Defect etching has been widely used to evaluate dislocations and also to delineate process-induced defects in silicon wafers and epitaxial deposits [192, 193].

Many different etchants have been developed for the evaluation of different types of crystal defects such as: flow-pattern defects [115], stacking faults [74, 192, 193], dislocations [69, 72–74, 194], dislocation network [72, 193, 195], oxide precipitates [196], swirl patterns [74, 75, 148], striations [74, 197], hillock defects [198], epitaxial defects [192], epitaxial alignment [199], grain boundary [69, 72, 200], twin band [69], twin saw damage [201], pn junction [202–204], metallic precipitates [205], and damaged layer of mechanically polished surface [206]. Most defect etchants are mixtures of CrO₃ and HF. These etchants are easy to use and fast, taking several minutes to reveal the defect etch features. Non-CrO₃ etchants are also used for defect etching. For example, HF–HNO₃–CH₃CO₂H based etchant has been found to be highly sensitive for defects of polycrystalline materials [69, 207]. Etching–staining in a CuSO₄–HF solution reveals surface defects associated with dislocation networks [195], and pn junction [204, 208]. The copper that is preferentially deposited in the vicinity of the etched area provides feature delineation.

Etching of dislocations is most pronounced on (111) among the major surfaces due to the large difference in surface potential between a dislocation and the surrounding area [209]. The etch pattern of dislocations is determined by the inclination of dislocations to the surface [75]. The basic unit of an etch pit is generally bounded by the (111) planes intersecting to the surface.

11.10.3 Material Removal

Etching is widely used as a process for material removal in silicon device fabrications. The important aspect of any etching process is the ability to control the amount of materials with sufficient spatial accuracy. The process and structural diversity in device fabrication necessitates diverse etching techniques, chemical or electrochemical, anisotropicity, masking, and illumination to provide uniform as well as selective etching. Figure 36 illustrates the basic uniform and selective etching techniques for removing materials.

11.10.3.1 Uniform Material Removal

In the category of uniform etching the simplest method is immersing silicon samples in etchants such as KOH or HF–HNO₃ solutions (Fig. 36a). It is normally used in applications such as damaged layer removal [152, 210] and polishing [38, 211], and in-depth profiling [212]. The etching is most commonly operated at the OCP but can be done under an anodic potential and/or illumination to add extra control. Etching with potential control requires an ohmic contact at the backside of the wafer to apply an anodic potential (Fig. 36c). Also, for uniform etching in fluoride-based solutions, the potential has to be in the current plateau region of an anodic i–V curve (see Fig. 1). Instead of
applying an external current, anodic potential can also be applied through galvanic action by depositing a metal on a part of the silicon surface [213].

Etching of the silicon wafer in mixtures of HF and HNO$_3$ is routinely used to remove surface work damage and stress from the slicing operation as well as to provide a relatively nonporous and clean backside for the finished wafer [214]. KOH can also be used for removal of a damaged layer [152].

Chemomechanical polishing, which combines mechanical abrasion and chemical etching, is a basic processing technology for the production of flat, defect-free reflective surfaces [215]. The polishing proceeds by a combination of
the reactions of silicon with the solution and the mechanical removal of the reaction products by the polishing pad and the abrasive fluid. Electropolishing has also been proposed for wafer polishing [38, 211, 216].

11.10.3.2 Selective Material Removal

Many different structures can be micromachined on silicon through etching. While IC technology usually employs planar processes, in micromechanics, sensors, and actuators selective etching has to be used to fabricate three-dimensional and mobile elements [217, 218]. Two aspects are of particular importance in the fabrication of structures by etching: etch-stop and etch-feature definition, both relying on the selective etching of materials on a patterned silicon surface [2, 150]. Virtually all microstructures utilize at least one etch-stop technique during the course of their fabrication. Etch-feature definition, on the other hand, is mainly achieved through masking and anisotropic etching [91, 218].

The many etching characteristics of silicon and the numerous etching systems provide a large range of variation in the etch rate. This range of etch rates, in combination with various etching techniques, provides many methods in selective removal of materials on silicon as illustrated in Fig. 36, allowing the fabrication of diverse structures on silicon.

Selective etching can be realized by using a mask, anisotropicity, pn junction, focused illumination, heavy boron doping, and potential control. Etching over a confined area on (100) substrate in an anisotropic solution results in the formation of a cavity as illustrated in Fig. 36b. In the case of an illuminated pn junction as shown in Fig. 36d, the photogenerated holes in the n region are flown to the p region resulting in dissolution of the silicon in the p region. When the illumination is confined in an area, the photo-enhanced dissolution occurs either within the illuminated area or outside the illuminated area depending on the type of material [219–221]. For n-type materials, illumination generates a cavity at the illuminated area as shown in Fig. 36f. On the other hand, for p-type material, illumination results in the formation of a column as shown in Fig. 36h.

In-depth selective etching requires that the material to be removed has a much larger etch rate than the material beneath it so that etch stop occurs at the end of the etching. For etching in alkaline solutions, heavily boron doped silicon can be used as the material for etch stop (Fig. 36e). This is based on the difference of several orders of magnitude in the etch rates between heavily doped and lowly doped materials. Etch stop can also be realized using the difference in the dissolution rates of p- and n-type silicon at anodic potentials in HF solutions (Fig. 36g).

In-depth selective etching of silicon in alkaline solutions can also utilize the difference in the passivation potentials between p- and n-type materials [135, 138, 180, 222, 223]. In this method, as shown in Fig. 36i, an anodic voltage sufficient to cause passivation of n-Si is applied through an ohmic contact. Because of the potential drop in the reversely biased pn junction, the potential of the p-Si maintains at a potential negative to the passivation potential and is etched. Upon complete removal of the p-Si, the junction disappears and the etch stops because the n-Si is passivated. A current peak, corresponding to the formation of the passive oxide film on the n-Si, occurs when the p–n interface is reached. This current peak signals the onset of the etch stop. Extra control can be obtained by applying
different potentials on the $p$-Si and $n$-Si regions with $p$-Si maintained at a value near OCP and $n$-Si at a value positive of the passivation potential [223]. This prevents the unwanted passivation of the $p$-Si, which can result from short circuit due to point defects and current leakage. Etching of $p$-Si can also be realized by selective passivation using an accumulation layer instead of a $p$ junction for etch stop [224]. Similarly, laterally selective etching can be obtained by biasing a laterally positioned $p$-$n$ junction [135].

Another group of methods for selective etching utilizes the high reactivity of PS [3, 225]. PS can selectively be formed in a patterned area. The PS can then be easily dissolved in a KOH solution leading to the selective dissolution of the patterned area. Also, straight-hole array with high-aspect ratios can be generated through the selective dissolution of the patterned area. The PS can then be easily etched utilizing the high reactivity of PS [3, 225, 227, 228]. In this technique, an active etchant is generated through a reduction reaction at the tip of a fine electrode that is positioned near the silicon surface. In situations where a diffusion-controlled process limits the in-depth etch rate, deep etching can be obtained using a centrifugal force [229].
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12.1
Introduction

12.1.1
Definition and General Information

Electrochemical machining (ECM) is a method of metal machining that aims at producing parts of specified shape, dimensions, and surface finish. The process is based on the removal of metal by electrochemical dissolution ([1–15] and references cited therein). Special machines have been developed to realize this aim. A complete ECM installation (Fig. 1) consists of the machine, the power supply, the electrolyte circulation system (tank, pump, heat exchanger, and sludge removal unit), and the control system (control of current, voltage, feed rate, gap width, and electrolyte temperature, pH value, pressure, and concentration; short-circuit protection).

The process is conducted in the working chamber (electrochemical cell) of the machine, where a workpiece (WP) and a tool electrode (TE) are placed. The WP is connected to the positive pole of a power supply, and the TE serves as the cathode. The interelectrode distance is typically 0.02–0.8 mm. The electrolyte (usually an aqueous solution of an inorganic salt, 15% NaNO₃ or NaCl, for example) is pumped through the interelectrode gap (IEG) at a velocity of 5–50 m s⁻¹, in order to remove the electrode reaction products (gases, hydroxides) and the heat generated by the current. Current densities of 10 to 150 A cm⁻² provide for the high productivity of the process. The voltage is typically 6–18 V. In most cases, the TE is moved in the direction of the intended anodic dissolution (metal loss) in order to maintain a prescribed machining gap. As the anode dissolves, the TE shape is reproduced on the WP (Fig. 2). A smaller gap width provides more accurate reproduction and a higher dissolution rate.

During ECM, electrochemical dissolution of anode and cathodic evolution of hydrogen proceeds on the electrodes (the WP and TE, respectively). Along with these basic reactions, parallel reactions proceed concurrently, for example, oxygen anodic evolution, cathodic reduction of nitrate ions, if NaNO₃ electrolyte is used. It is important to note that electrochemical reactions in a narrow IEG result in gas evolution. The temperature of the electrolyte in the IEG and the void fraction increase as the electrolyte flows along the gap. This leads to a variation in the electrolyte conductivity that has an effect on the distributions of current and metal dissolution rate over the WP surface. The electrode processes and the processes in
the IEG are considered in the following sections.

The ECM finds use in the aerospace and other industries for manufacturing turbine blades of engines and dies, deep small-diameter hole drilling, deburring, and other processes.

The development of ECM started in the early twentieth century. The Russian engineer V.N.Gusev was the first to take out a patent for all basic principles of ECM [16]. However, Gusev used rather high voltages (of an order of 100 V). Therefore, it is possible that, in his work, along with the electrochemical metal removal, electrodischarge removal also occurred. Before Gusev's patent, in the very early part of the twentieth century, a study [17] on the electrolytic drilling and slotting was published, which escaped notice and, it seems, has not been cited until now. Cowper-Coles [17] showed that holes of any shape can be drilled in hardened armor plates by anodic dissolution in circulating \( \text{H}_2\text{SO}_4 \) or NaCl solutions. Some information on the history of the development of industrial ECM in the middle of the twentieth century in the United States and Great Britain is available in Refs 10 and 11.

12.1.2

Advantages and Disadvantages

The absence of any physical contact between the TE and the WP is the reason for both the advantages and disadvantages of the method. The ECM productivity, as well as the productivity of any other electrochemical process, is governed by Faraday's and Maxwell's laws and is independent of the mechanical properties of the WP material, in particular, hardness. Therefore, ECM is feasible for the machining of difficult-to-cut materials (hardened steels, superalloys, magnetic alloys, Ti, W, WC, and so forth). The absence of cutting forces virtually eliminates the tool wear and allows one to machine fragile materials and thin-walled parts. The TE may be of various designs that enable machining in the difficult-to-reach areas, inside a complex-shaped part, for example. After ECM, the product is free from burrs. Three-dimensional products can be machined in a single step. With the application of ECM, it is possible to generate more freedom of design for the product. In contrast to other methods of machining, in ECM, as a rule, decreasing roughness of the surface is
observed with a simultaneous increase in productivity.

On the other hand, the existence of a gap between the TE and the WP reduces the accuracy of TE reproduction. The distribution of metal dissolution rate over the machining surface is determined by the distribution of the electric field in the complex-shaped interelectrode space, which is filled with an electrolyte with varying conductivity. The electrolytes cause corrosion of equipment. In some cases, the TE is complex and expensive. A special TE has to be developed for each product; therefore, the ECM processes are best suited to large-lot production applications.

The ECM finds use in the production of gas turbine engine parts and for other aerospace applications, in general manufacturing applications \([1, 3, 8, 10, 11, 13, 14, 18, 19, 20]\). Some of them are considered in more detail in Sect. 12.6.

12.2 Electrode Processes

12.2.1 Anodic Processes

High-rate anodic dissolution of metals has been studied intensively (Reviews \([9, 12, 14, 21]\)). Several types of anodic metal dissolution are recognized. Sometimes, the dissolution of metals in the active state is used in ECM. Deep, small-diameter holes drilled in acidic solutions are an example. An acid is used in order to avoid sludge formation, which hampers the drilling. However, highly aggressive acidic solutions cause the corrosion of equipment and are hazardous to the maintenance personnel. In most cases, aqueous salt solutions with so-called activating anions are applied for ECM. The \(\text{Cl}^-\) and \(\text{Br}^-\) anions are the strongest activators and \(\text{NO}_3^-\) is a weaker one. Activating electrolytes are used in order to overcome the metal tendency to passivate and hence to achieve high rates of anodic metal dissolution. After a shift of the metal potential, \(\Delta E_a = E^* - E_{oc}\), in the
anodic direction from the open-circuit potential, $E_{oc}$, to the activation potential, $E^\#$, passivity breaks down and the current increases steeply (the voltammogram on Fig. 3a). If the breakdown of only the initial passivity is required, $\Delta E_3$ may comprise only tens of millivolts (Al, Fe in NaCl solutions). In other cases, prior to the onset of activation, the anodic oxide film grows, and $\Delta E_3$ may comprise a fraction of a volt or even several volts (Al or Be in NH$_4$NO$_3$, Nb in KBr, Ti alloys in NaCl). The processes of passivity breakdown and activation propagation from the initial centers to the entire WP surface as applied to ECM were considered in Ref. 9.

The rate of active metal dissolution is restricted by the limiting current. Two main types of the limiting current of high-rate anodic metal dissolution are recognized. The limiting current of the first type is reached when the near-electrode concentration of the reagent (generally electrolyte anions) decays to zero (tungsten dissolution in alkali, for example). The limiting current of the second type is reached when the concentration of the dissolution product (commonly, metal salt) increases to saturation (the dissolution of Ni or Fe in NaCl). When the dissolution proceeds in the limiting-current range (cd in Fig. 3a), the metal is covered with a film of the products of anodic reaction. The limiting current depends on the electrolyte flow rate in the gap and the solution concentration at the inlet to the gap; therefore, an increase of the flow rate and the optimization of concentration are the principal ways of raising the limiting current. A review, Ref. 22, is devoted to an analysis of the problem of the limiting currents of metal anodic dissolution. The potential range of the limiting current cd (Fig. 3a) depends on the properties of the anodic film and the parameters of the process (the flow rate, the concentration, and the electrolyte temperature). When a certain value of the anodic potential is exceeded, the current may increase again: the overlimiting current range de is reached.

The case in which the electrolyte anions have a relatively weak activating action, for example NO$_3^-$ on nickel, is important for ECM. A special feature of this case is that $E^\#$ is significantly higher than in NaCl and, most importantly, higher than the potential at the onset of anodic oxygen evolution $E_{ox}$ (Fig. 3b). The use of weakly activating electrolytes enables one to enhance the localization of metal dissolution on the areas with the smallest IEG and the highest current density $i$ ($i > i^\#$, Fig. 3b) and to reduce the metal dissolution on the WP areas adjacent to the area to be machined (overcutting). On the adjacent areas, the current flows, but it is lower than $i^\#$ (the gap is larger) and, hence, is consumed by the

Fig. 3 Anodic voltammograms typical of ECM (for comments see the text).
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Oxygen evolution rather than by metal dissolution. In this case, a high degree of localization of metal dissolution results from an abrupt decrease in the current efficiency at \( i < i^\# \). The position of the boundary on the WP surface between the area where the machining is required and the adjacent area (between the areas with \( i > i^\# \) and \( i < i^\# \)) depends on the ECM parameters (voltage, temperature, electrolyte concentration, and flow rate). For instance, to achieve a higher degree of localization, the voltage should not exceed the minimum value that is necessary to provide the required productivity.

The transition to the pulse conditions with proper ECM parameters enables one to raise \( i^\# \) and, thus, further enhance the degree of localization of metal dissolution [9, 23]. At the optimal (sufficiently short) pulse-on time, the activation process does not have a period that is sufficiently long for high-rate metal dissolution to start on the adjacent areas of the WP surface, even if \( E_a > E^\# \) in these areas. This is due to the fact that intense metal dissolution does not begin immediately upon imposing a voltage, but rather does so only after a certain charge \( Q^* \) has passed, which is consumed for the preliminary processes: charging of the electrical double layer, the formation of an oxide film with an increase in the potential from \( E_{oc} \) to \( E^\# \), and oxygen evolution in the range \( E_{ox} < E_2 < E^\# \). Under optimal pulse conditions of ECM, only in the working zone (in the area with the minimum IEG), the charge in the pulse exceeds \( Q^* \) and leads to intense metal dissolution. In the adjacent areas, where IEG is larger, the entire charge in a pulse will be consumed only for the aforementioned preliminary processes. High-rate dissolution is concentrated only in the area of the smallest IEG.

Figure 4 schematically shows the effect of electrolyte composition and the ECM conditions on the shaping process.

To analyze the dissolution of some metals, for example titanium, it is advantageous to examine galvanostatic (galvanodynamic) curves rather than potentiostatic (potentiodynamic) data. This is associated with the fact that the anodic metal activation occurs at high \( E^\# \) when an anodic oxide film having a low electron conductivity is rather thick. The breakdown of this highly resistive film by activating anions at \( E^\# \) leads to a decrease in \( E_a \) (Fig. 3c). The ECM proceeds at \( E_a < E^\# \), and the galvanostatic experiments enable one to determine this value of \( E_a \).

The composition of the alloy to be machined is important in the analysis of the problem of machinability by ECM. A difference in the tendencies of different alloy components to passivate in the electrolyte of a given composition is of prime importance. If the content of component A, which is less prone to passivate, is not too high, it is etched away from a thin alloy surface layer and the potential increases to a value at which high-rate dissolution of the more passivation-prone component B is possible. Further alloy dissolution proceeds at this potential. The surface is enriched with component B, and both components dissolve concurrently.

If the content of component A is very high, two cases can occur. (1) Component B dissolves simultaneously with A at relatively low potentials. This is observed in the high-rate dissolution of two-component nickel–chromium alloys. The anodic behavior of Ni–Cr alloys will be considered in more detail in the following paragraphs. (2) Only component A dissolves electrochemically at the rather low potential required for its dissolution. Particles of component B crumble from the anode.
surface. An example is the high-rate anodic dissolution of multicomponent superalloys based on Ni and Cr, where the γ phase crumbles from the surface [24]. However, sometimes component B is passive over too wide a potential range and its content in the alloy is high; hence ECM becomes practically impossible. In this case, the electrolyte should be replaced by one in which the range of B passivity is not so wide, or a solution composition should be chosen involving, for example, two components that provide for high-rate dissolution of both components. A mixture of NaOH and NaNO₃ is an example of the use of two-component electrolyte for the machining of two-component tungsten carbide–cobalt alloy [25]. At the optimal solution composition, the alkali provides the high-rate dissolution of WC and does not hinder Co dissolution (cobalt is passive in alkali) and the nitrate provides the high-rate dissolution of cobalt binder but does not passivate WC. In doing so, minimum roughness along with a high productivity of ECM is attained.
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Fig. 5  Plots of the anodic potential, $E_a$, at which Cr, Ni, and their alloys dissolve at a current density of 8 A cm$^{-2}$, the current efficiency $\eta$, and a Cr(VI) fraction of the total Cr amount in the solution versus the chromium content in the alloy $n_Cr$. The experiments were performed in (a) 2 M NaCl solution and (b) 1 M Na$_2$SO$_4$ (the results obtained in Na$_2$SO$_4$ and NaNO$_3$ solutions are similar) on the rotating (500 rpm) disk electrodes.

The regularities of high-rate anodic dissolution of many materials were considered in Ref. 9.

As an example, the experimental results for the anodic dissolution of alloys of the nickel–chromium system are presented in Figs 5 and 6. This composition is the basis of several superalloys, which are machined using the ECM. Alloy components – chromium and nickel – exhibit different tendencies to passivate. Nickel is weakly passivated in the NaCl solution; its tendency to passivate is much stronger in the NaNO$_3$ and Na$_2$SO$_4$ solutions. Chromium is passive in all of these solutions at potentials up to 1.5 V (SHE). In the NaCl solutions, the activation and intense dissolution of nickel proceed at less positive potentials than the potential of chromium passivity breakdown. In the NaNO$_3$ and Na$_2$SO$_4$ solutions, the anodic dissolution on nickel proceeds at significantly more positive potentials than the potential of chromium dissolution; therewith, in these solutions (especially in Na$_2$SO$_4$), a large fraction of the current is
consumed not for metal dissolution but for the parallel process of oxygen evolution.

With an increase in the chromium content of the alloy, the alloy’s behavior changes from the behavior of pure nickel to that of pure chromium (Fig. 5). It is important that this change proceeds jumpwise in a rather narrow range of alloy composition between 15 and 20 wt% of chromium [26].

Chemical analysis of the solutions after anodic dissolution have shown that the oxidation state of chromium in the dissolution products depends on the alloy composition and, correspondingly, on the potential of alloy dissolution. At potentials less positive than the potential of the onset of pure-chromium passivity breakdown, chromium dissolves from the nickel-based alloys as Cr(III). The alloys with chromium contents of not more than 15% dissolve in this manner in NaCl solution. At higher $E_a$, chromium from the alloy dissolves, for the most part (about 90%), in the form of Cr(VI). This is true for all alloys in Na$_2$SO$_4$ (or NaNO$_3$) solution and for the alloys containing more than 25% chromium in NaCl solution.

The current efficiency of alloy dissolution is calculated by the following equation:

$$\eta = \frac{\Delta m F}{Q} \sum n_i z_i A_i$$  \hspace{1cm} (1)

where $\Delta m$ is the alloy mass that dissolves when a charge $Q$ is passed through the electrode, $n_i$ is the mass fraction, $A_i$ is the atomic mass, and $z_i$ is the oxidation state of the $i$th component, respectively. In the case of the anodic dissolution of nickel–chromium alloys, the equation for $\eta$ should be written in the following form:

$$\eta = \frac{\Delta m F}{Q} \left[ \frac{n_1 z_1}{A_1} + \frac{n_2 q_1 z_2}{A_2} + \frac{n_2 q_2 z_3}{A_2} \right]$$  \hspace{1cm} (2)

where $A_1$ and $A_2$ are the atomic masses of Ni and Cr, respectively; $n_1$ and $n_2$ are the mass fractions of Ni and Cr in the alloy, respectively; $z_1 = 2$, $z_2 = 6$, and $z_3 = 3$ are the oxidation states of Ni (2) and Cr (6 and 3) in the compounds that form in the alloy anodic dissolution process; and $q_1$ and $q_2$ are the fractions of Cr(VI) and Cr(III) in the solution, respectively, which are determined by chemical analysis ($q_1 + q_2 = 1$). To obtain the value of $\eta$ in terms of percent, the right-hand side of Eq. (2) should be multiplied by 100.

In NaCl solutions, the current efficiency is 100% for the dissolution of all Ni–Cr alloys, as well as for pure nickel and pure chromium. In sulfate and nitrate electrolytes, $\eta$ is low for alloys that are nickel rich, because nickel itself dissolves with a low current efficiency under these conditions (the main fraction of the current is consumed by oxygen evolution).

Figure 6 displays plots of alloy dissolution productivity ($P$) versus chromium content for two different electrolytes at a current density of 8 A cm$^{-2}$. The maximum in Curve 2 is associated with an effect of chromium content of the alloy on the current efficiency in Na$_2$SO$_4$ and NaNO$_3$ solutions. The variations in the electrochemical equivalent of the alloy and in the current efficiency with an increase in the Cr content have the strongest effect on the dissolution productivity. An increase in the oxidation state of chromium at $n_{Cr} \approx 15\%$ has a weak effect on the productivity (a small inflection in the Curve 1 for NaCl). The shape of Curve 2 in Fig. 6 for the NaNO$_3$ solution depends on the current density: in the range of low current densities, the productivity ($P$) of ECM of nickel and nickel-rich alloys increases with the current density, owing to an increase in the current efficiency.
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12.2.2 Cathodic Processes

In NaCl solutions, one of the typical ECM electrolytes, the electrochemical decomposition of water with the formation of hydrogen gas is the only cathodic reaction:

\[ 2\text{H}_2\text{O} + 2e^- \rightarrow \text{H}_2 \uparrow + 2\text{OH}^- \quad (3) \]

The kinetics of this reaction on stainless steel cathode in a wide range of current densities up to very high \( i \) can be described by the Tafel equation \( E_c = -1.25 - 0.14 \log i \) [27], where \( E_c \) (in volts) is referred to a standard hydrogen electrode (SHE), \( i \) is expressed in amperes per square centimeter.

An important consequence of this cathodic reaction is the fact that the IEG becomes filled with a two-phase, gas–liquid mixture. This, along with the electrolyte heating with the flowing current, leads to the variation of the electrolyte conductivity in the gap and, correspondingly, of the current density at the anode. The latter makes the production of a part with prescribed sizes by the ECM method difficult. In the case of too large a void fraction (it depends on the current density, the electrolyte flow rate, the pressure, and so forth), local electrical breakdown within the gap (sparking) may occur, which can degrade the surface finish and damage the TE surface [28].

In the nitrate electrolyte, the reduction of nitrate ions takes place on the cathode. The complete reduction of nitrate in the neutral
and alkaline solutions yields ammonia:

\[ \text{NO}_3^- + 7\text{H}_2\text{O} + 8e^- \rightarrow \text{NH}_4\text{OH} + 9\text{OH}^- \] (4)

However, in specific cases, the degree of reduction depends on the electrochemical conditions. For example, the first reduction stage

\[ \text{NO}_3^- + \text{H}_2\text{O} + 2e^- \rightarrow \text{NO}_2^- + 2\text{OH}^- \] (5)

occurs at potentials that are not as negative as those of hydrogen evolution. The rate of nitrate reduction is restricted by the limiting current that is low compared to the high current commonly applied in ECM. After the limiting current is reached, the reactions of nitrate reduction and hydrogen evolution proceed simultaneously, obeying the kinetic equation

\[ E_c = -1.19 - 0.14 \log i \] [27].


12.3 Metal Removal Rate

The rate \( V_a \) of recession of the WP surface is determined by the equation

\[ V_a = \frac{\eta \varepsilon}{\rho} i \] (6)

where \( \eta \) is the current efficiency; \( \varepsilon \) is the electrochemical equivalent; and \( \rho \) is the metal density. In some cases, it is difficult to calculate \( \varepsilon \), because the number of electrons in the dissolution reaction is uncertain. This is true for metals such as Al, Mg, Be, Fe, Cr, Cu, and some others. The number of electrons for the same metal may depend on the electrolyte composition, the anodic potential, and, for alloys, also on the metal content in the alloy. Frequently, the determination of \( \varepsilon \) requires the experimental data. The current efficiency \( \eta \) for the dissolution reaction may depend on \( E_a \) (or \( i \)). In the simplest case, the current density is determined by the equation

\[ i = \frac{\chi(U - E_a + E_c)}{S} \] (7)

where \( S \) is the interelectrode gap and \( U \) is the voltage between the electrodes. The specific conductivity \( \chi \) of the electrolyte in the gap depends not only on the electrolyte concentration and temperature at the inlet to the gap but also on the extent of gas evolution and heating in the gap. The electrode potentials are determined experimentally. For example, for the nickel dissolution in nitrate electrolyte at 100 A cm\(^{-2}\), \( (E_a + E_c) \approx 3.85 \text{ V} \).

Metal passivity may significantly raise the \( E_a \) and hamper the realization of the high current density that is required for ECM. One way of overcoming passivity, namely the use of activating electrolytes, was considered above. Another popular method of depassivation is the mechanical action on the WP surface in order to remove passive films. This is commonly realized using a moving (rotating, for example) TE with abrasive grains. This method enables one to significantly raise the rate of the ECM of materials that are difficult to activate.

For this purpose, bipolar current can also be used.

The metal dissolution rate in the ECM varies over a wide range, but frequently it is within 0.1–1.0 mm min\(^{-1}\). The impediments to the ECM productivity are frequently associated not with the electrode reactions, but with the processes in the interelectrode space. In the design of the ECM processes, especially for
the machining of large, sculptured surface areas, the problem of the proper arrangement of inlet holes (normally in the TE) to inject the electrolyte into the interelectrode space is of prime importance \[3, 10\]. The problems of optimization of voltage, electrolyte flow rate, and the TE feed rate are also of importance. Theoretical and experimental studies, and ECM practice, show that the process should be conducted at the minimum required \(U\) and with the highest possible feed rate. This allows one to maintain a very small IEG, to obtain high productivity, machining accuracy, and good surface finish. However, there are some impediments to the enhancement of feed rate, primarily electrolyte overheating, leading to boiling. Very intense heating and hydrogen generation in the gap can cause the onset of unwanted electrical discharges, leading to poor surface finish on the WP and the electroerosive wear of the TE. Calculation of the temperature is complicated by the fact that the temperature varies along the flow path as well as across the gap. At present, a 2D model of the temperature distribution has been developed, on the basis of which computer simulations have been generated in order to determine the critical conditions leading to discharges \[29\]. Using this model, the relationship has been determined between the critical local temperature in the gap and the average temperature at the outlet, which is easily measured and used as a signal for a control system for ECM.

12.4 Accuracy

Two lines of development of methods for providing a highly accurate ECM are as follows:

1. The development of methods for calculating the distribution of local rates of metal dissolution over the machining surface and, consequently, the distribution of gap width. The methods of ECM modeling, which enable one to determine the WP shape after the machining with known TE or, conversely, to determine the TE shape and the machining parameters for the production of the required WP, are discussed in Sect. 12.5.

2. The elaboration of ECM conditions, under which the TE shape is sufficiently accurately reproduced on the WP. Two types of methods are used for this purpose (see Sects 12.4.1 and 12.4.2).

12.4.1 Methods of Lowering the Effects of Void Fraction and Heating on the Distribution of Current Density Over the WP Surface

Among these methods, pulse and pulse-cyclic methods of ECM are of great importance. The voltage pulse duration is chosen such that the conductivity of medium in the gap has no time to change substantially, and the pulse-off time assures the complete renewal of the electrolyte in the gap. Pulse ECM enables one to enhance the uniformity of current density distribution, but reduces the ECM productivity, because a considerable time is taken by the pauses. A decline in the productivity may become intolerably great when a large surface area is being machined: the larger the distance passed by the electrolyte along the gap, the shorter should be the pulse-on time and the longer should be the pulse-off time. To reduce this drawback, the pulse-cyclic conditions of ECM have been elaborated. In this case, the voltage pulse is applied when the gap is small and, in the pause, the TE is removed
from the WP for a larger distance for fast “washing” of interelectrode space. By this means, the pulse-off time is reduced. A rich variety of pulse-cyclic conditions of ECM has been developed. The machining with a vibrating electrode has become particularly popular. To reduce the pulse-off time, bipolar pulse modes are also applied [30, 31].

There are some other methods of lowering the effects of void fraction and heating on the distribution of current density over the WP surface.

The pressure $P_{\text{out}}$, which is produced at the outlet, enables the current distribution over the WP surface to be changed. This is associated, to a large degree, with the fact that the gas bubble size decreases with an increase in $P_{\text{out}}$. The void fraction and its effect on the current distribution decrease. At a certain ratio between the inlet pressure and $P_{\text{out}}$, the nonuniformity of the current distribution may be significantly reduced.

The application of air–electrolyte mixtures as a working medium for ECM enables one to raise the localization of metal dissolution in places with the smallest gaps and, thus, to enhance the accuracy of electrochemical reproduction of TE on the WP. To achieve the highest efficiency of this method, several conditions should be fulfilled. The air–electrolyte mixture should be formed in the immediate vicinity of the gap inlet and the flow rate should be adequately high. A ratio between gas and liquid amounts from 3.0 to 3.5 is considered to be most preferable. Rigid stabilization of all the process parameters is required. The design and size of all parts of the mixing device and the values of inlet and outlet pressures are important. To avoid a considerable decline in productivity, the main metal stock should be removed in the air-free or poor-in-air electrolyte. The final stage should be conducted with the highest possible air content. In many cases, the application of air–electrolyte mixture improves the surface finish. For example, surface defects of the striation type can be eliminated.

Sectional TEs involve a set of sections that are separated by insulating layers. By a special control device, the cathodic sections are connected up to the power source alternately in a certain order. By doing so, one can attain a uniform distribution of metal removal rate over the WP surface. Moreover, a comparatively low-amperage power source may be used, and ECM may be performed with a smaller gap. However, owing to the alternate connection of sections, the ECM productivity is low. Another drawback is the etching of nonoperating cathodic sections adjacent to the operating one because of the bipolar effect. In the design of the TE and the engineering process, the following problems should be solved. How many sections should be made and what should be their size? How long does each section work? What is the order of section connection? What is the thickness of the intersection insulator?

12.4.2 Methods Enhancing the Localization of Metal Dissolution

In this group, the method of control of current efficiency distribution is of prime importance (see Sect. 12.2.1), but not just the current density, as in the above group of methods. The mechanism of enhancing a degree of localization of metal dissolution via a proper choice of electrolyte composition and conditions of ECM was considered in detail in Refs 9 and 23.
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In ECM, the WP shape and dimensions vary under the action of the field of dissolution rates, \( v_a \). It is normally assumed that the WP anodic dissolution proceeds in the direction of inward normal to its surface, that is, \( v_a = n^\alpha v_a \), where \( n^\alpha \) is the unit vector of inward normal to the WP surface and \( v_a \) is the modulus of anodic dissolution rate (Fig. 7).

In the general form, the physicochemical processes in the IEG are mathematically described as follows:

\[
V_a = \frac{\eta e}{\rho} i \text{ on } A' \]

where \( F \) is the Faraday constant; \( z_k \) and \( j_k \) are the charge and the mass flux of the \( k \)th component of the WP material through the anode–electrolyte interface, respectively; \( X \) is the vector of generalized spatial fields (phase densities, momentum, hydrodynamic velocity, pressure, temperature, concentrations of electrolyte components, and so forth); \( j_k \) is the flux of vector \( X \) elements, which is caused by convection, diffusion, and migration; \( q_x \) is the intensity of bulk source of vector \( X \) elements, for example, the bulk heat generation or a chemical reaction.

The first equation of system (8) expresses Faraday’s law; the second equation defines the current density at the WP surface in terms of a sum of mass fluxes of dissolved material cations through the anode/electrolyte interface. The interface mass fluxes at the WP surface depend on the distributions of the electrical field, the concentrations of electrolyte components,

\[
i = F \sum_{k=1}^{N_i} z_k j_k(X) \text{ on } A'
\]

\[
\frac{\partial X}{\partial t} = -\text{div}(j_X) + q_X \text{ in } \Omega'
\]

where \( F \) is the Faraday constant; \( z_k \) and \( j_k \) are the charge and the mass flux of the \( k \)th component of the WP material through the anode–electrolyte interface, respectively; \( X \) is the vector of generalized spatial fields (phase densities, momentum, hydrodynamic velocity, pressure, temperature, concentrations of electrolyte components, and so forth); \( j_k \) is the flux of vector \( X \) elements, which is caused by convection, diffusion, and migration; \( q_x \) is the intensity of bulk source of vector \( X \) elements, for example, the bulk heat generation or a chemical reaction.

The first equation of system (8) expresses Faraday’s law; the second equation defines the current density at the WP surface in terms of a sum of mass fluxes of dissolved material cations through the anode/electrolyte interface. The interface mass fluxes at the WP surface depend on the distributions of the electrical field, the concentrations of electrolyte components,
the temperature, the hydrodynamic velocity, and so forth, which are denoted by the vector of generalized spatial fields \( \mathbf{X} \), over the IEG. These fields vary in the region \( \Omega' \) with moving boundary (Fig. 7) according to the third equation of system (8), which represents the conservation laws for the components of vector \( \mathbf{X} \), that is, the conservation laws of mass, momentum, energy, and so forth. Depending on the method of describing the WP surface, the evolution of the WP surface is determined by the equations presented in Table 1.

The mathematical description of ECM can be used for solving the direct and inverse electrochemical shaping problems [4, 9]. In the first case, there is a need to determine the shape and dimensions of the machined WP surface. In this case, the geometry of the TE working surface is prescribed. In the second case, there is a need to determine the shape and dimensions of the TE working surface, in order to produce the WP surface with a required geometry.

In the general case, in order to solve the direct and inverse ECM problems, it is necessary to obtain the simultaneous solution of the basic equations describing the WP surface evolution [9] and a set of equations for the electrode reactions kinetics and transfer processes in the gap, which determines the distribution of current density over the WP surface. Since the shape of one of the electrodes is varied during the machining, as is not known in advance, these problems belong to the class of problems with moving (free) boundaries, and their solution involves great difficulties [4–9]. Therefore, approximate quasi-steady-state and local, one-dimensional methods, which enable one to reduce the ECM problems to those of known boundaries, are widely used [1–9].

In the quasi-steady-state approximation, which is also known as the step method [9], it is assumed that the rate of variation in the WP shape, that is, the anodic dissolution rate, is small compared with the rates of transfer processes in the gap; therefore, for calculating the distribution of the current density, the WP surface can be considered as being immobile. This approximation can be used at not very high current densities. At very high current densities, ignoring the WP surface motion during anodic dissolution and the hydrodynamic flow induced by this motion causes a considerable error in the calculated distribution of current density [33].

In the local, one-dimensional approximation [9], the determination of the shape of one electrode is reduced to the determination of the width of the IEG in the machining zone. For instance, if the TE surface is given by the vector function

<table>
<thead>
<tr>
<th>Method of description</th>
<th>WP surface</th>
<th>Equation of WP surface evolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implicit coordinate</td>
<td>( \Phi(x, y, z, t) = 0 )</td>
<td>( \partial \Phi/\partial t + V_a</td>
</tr>
<tr>
<td></td>
<td>( T(x, y, z) - t = 0 )</td>
<td>( V_a</td>
</tr>
<tr>
<td>Explicit coordinate</td>
<td>( z = z(x, y, t) )</td>
<td>( \partial z/\partial t + V_a \sqrt{1 +</td>
</tr>
<tr>
<td>Parametrical</td>
<td>( \Gamma = \Gamma(u, v, t), \Gamma = (x, y, z) )</td>
<td>( \partial \Gamma/\partial t = n^a V_a )</td>
</tr>
</tbody>
</table>
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\( \mathbf{r}^c(u,v) \), the WP surface \( \mathbf{r}^a(u,v,t) \) can be determined as follows:

\[
\mathbf{r}^a(u,v,t) = \mathbf{r}^c(u,v) + S(u,v,t) \cdot \mathbf{n}^c(u,v)
\]

where \( u, v \) are the TE surface parameters; \( t \) is the time; \( S(u,v,t) \) is the gap width; and \( \mathbf{n}^c \) is the unit vector of the outward normal to the TE.

In the case of the inverse problem, the following equation can be used to determine the TE surface:

\[
\mathbf{r}^c(u,v,t) = \mathbf{r}^a(u,v) + S(u,v,t) \mathbf{n}^a(u,v)
\]

where \( \mathbf{n}^a \) is the unit vector of the outward normal to the WP surface.

The local, one-dimensional approximation may be used if the TE and WP surfaces differ only slightly and a one-to-one correspondence between them can be found. These conditions are fulfilled, if the gap is significantly (by three to five times) wider than the minimum radius of electrode surface curvature. In this case, the electric field in the gap is quasi-uniform; this enables one to express, in an explicit form, the current density at the WP surface in terms of the gap width.

However, even the use of these approximations does not enable one (except for some specific cases) to obtain analytical solutions of the ECM problem. This is due to the significant variations in the properties of the solution in the gap, which are caused mainly by intense heat and gas evolution.

When solving the direct and inverse ECM problems, it is necessary to take into account the peculiarities of the shaping scheme used and the machining conditions. In most cases of ECM, the WP surface is formed under steady-state or nonsteady-state conditions according to one of the following schemes.

1. ECM is performed simultaneously over the entire WP surface in one pass of the contoured TE generally along a single coordinate under the given conditions (voltage, TE feed rate, etc.). The shape and dimensions of TE are reproduced on the WP via its anodic dissolution within certain accuracy. This scheme is used, for example, in electrochemical sinking. The majority of studies in the field of ECM theory have been performed for this scheme, because efficient methods for the design of complex-shaped TEs are of great importance.

2. Numerically controlled ECM is performed with a nonprofiling TE that moves along several coordinates simultaneously. In this scheme of ECM, one-to-one correspondence between the TE and WP surfaces is absent (the same surface can be produced using different TEs). In this case, the TE moves according to a prescribed program that enables one to obtain a desired WP surface shape. The productivity of this ECM scheme is lower, because, in contrast to the first scheme, only a fraction of the WP surface is machined at each instant of time. In contrast to the first scheme, this scheme requires the determination of, primarily, the tool path and, if necessary, the regularity of variation in the machining conditions. In the ECM of rather simple surfaces, the motion of the TE along only one coordinate is sufficient to realize the scheme (electrochemical milling, turning).

3. The combined scheme of ECM: a fraction of the WP surface is formed continuously during the machining and the rest of the surface (which is located near the TE working surface) is formed at the instant the machining is completed. This scheme is used
for electrochemical broaching of blind holes and grooves, that is, in the cases that the TE cannot freely leave the WP (TE overtravel is impossible).

For all the three schemes of ECM, the direct problems are solved in a similar way. The solutions of the inverse problem are known only for the first scheme, because for the other ECM schemes, the shape and dimensions of the machined surface do not enable one to determine, uniquely, the shape of the TE working surface.

We will consider the moving boundary problem for ECM (see Sect. 12.5.1) and its solution in the quasi-steady-state (Sect. 12.5.2) and local, one-dimensional (Sect. 12.5.3) approximations.

12.5.1 Problem with Moving Boundary

The majority of the known methods of solving the direct and inverse problems with moving boundaries in ECM were elaborated within the framework of the so-called model of ideal processes, ignoring the variation of the electrolyte properties in the machining zone owing to heat and gas generation and also the peculiarities of mass transfer in the diffusion boundary layer ([9] and references cited therein, [34–42], etc.). In this case, the distribution of current density over the WP surface is determined solely by the distribution of electric potential over the machining zone.

12.5.1.1 The Direct Problem

In the nonsteady-state case, the problem is formulated in the region with moving boundary as follows [38]:

\[
div(\nabla \phi) = 0 \text{ in } \Omega'
\]

\[
\frac{\partial \Phi}{\partial t} - \frac{\eta \sigma}{\rho} \nabla \psi \cdot \nabla \Phi = 0 \text{ on } A'
\]

where \( \psi \) is the electrical potential, for \( \Phi \) see Table 1.

For simple-shaped electrodes (plane, cylinder, and sphere), the problem can be solved analytically [1–9]. For more complex-shaped electrodes, numerical methods are used. For the numerical solution of the set of equations (11), both iteration methods (Ref. 36, for example) and the method of variation of inequalities are used. The latter allows one to reduce the initial problem to an equivalent problem in the region with fixed boundaries [37, 38].

In the steady-state case, the mathematical description of the ideal ECM process is reduced to the solution of Laplace’s equation for the electric potential in the region with an unknown free boundary:

\[
div(\nabla \phi) = 0 \text{ in } \Omega'
\]

\[
\nabla \phi \cdot \nabla \Phi = \frac{\eta \sigma}{V_c \rho} \text{ on } A'
\]

\[
g \psi \frac{\partial \phi}{\partial n} = 0 \text{ on } A'
\]

where \( g \) is a function representing the boundary conditions; \( V_c \) is the TE feed rate.

Equations (12) can be solved by introducing new variables; by using them, the unknown region is transformed into a known one. For sufficiently simple shapes of the TE working surface, analytical solutions can be derived [42]. Otherwise, the problem can be solved by numerical methods [36]. Figure 8 gives the solution of the direct ECM problem for machining with a TE having vertical side surfaces at various equilibrium IEGs, \( S_0 \) (\( S_0 \) is the gap, which is reached under the conditions of constant voltage \( U \) and \( V_c \)):

\[
S_0 = \frac{\eta \sigma (U - E_a + E_c)}{V_c \rho}
\]
12.5 Prediction of Workpiece Shape and Tool-electrode Design

The variation in $S_0$ leads to the variation in the shape of the machined surface (Fig. 8). Consequently, control of machining parameters enables one to change the shape and dimensions of the machined surface. It is seen from (13) and Fig. 8 that decreasing the voltage and raising the TE feed rate allows one to decrease $S_0$ and improve the reproduction of TE shapes on the WP.

12.5.1.2 The Inverse Problem

All known solutions for the inverse ECM problem were obtained only for the steady-state case, when the problem is reduced to the solution of the Cauchy problem for the Laplace’s equation for electric potential.

For the two-dimensional case, using the methods of the theory of complex variables, analytical equations for determining the shape of the TE working surface were derived [34, 39]. Figure 9 gives the analytical solution for the inverse problem. It is seen that the desired WP surface (A) can be obtained by using various TEs (1, 2, 3, or 4), depending on the machining parameters.

The analytical calculations involve determining the auxiliary functions of complex variables. Except for the simple shapes of WP surfaces, this presents some difficulties. Therefore, along with the analytical methods of solving the inverse ECM problem, numerical methods have evolved. Normally, in the numerical solution, the variables are changed in order to reduce the initial problem to a problem in the region with the known boundary.

The inverse ECM problem is ill posed, and its solution exists only for the sufficiently smooth WP surface. For irregular WP surfaces (which cannot be defined analytically), no analytical solution exists. Therefore, the exact solution of the inverse problem involves great difficulties and approximate methods have been developed. In these methods, the TE’s shape and dimensions are determined for the precision machining of the WP surface at a number of prescribed points [36]. Between these points, the machined surface can differ slightly from the prescribed one. This approach considerably simplifies solving the inverse ECM problem.

Though the methods of solving the ECM problem with a moving boundary
are of great importance, they are of limited practical utility for two reasons. First, the exact solutions can be obtained only for two-dimensional problems and for sufficiently simple shapes of the TE and WP. Second, the conditions of ideal ECM are usually not fulfilled, because the electrolyte properties change significantly when the intense transfer processes proceed in the IEG. Therefore, the exact solution, which is obtained within the framework of an ideal ECM process, may differ considerably from the actual result of machining.

Though, in recent years, the solutions of the ECM problems with moving boundaries, which account for the dependence of current efficiency on the current density, have been obtained [42], it is difficult to solve the ECM problem with a moving boundary taking into account the physicochemical processes on the electrodes and in the IEG. Therefore, the approximate methods reducing the initial problem to the problem in the region with fixed boundaries were developed. The most popular approximate methods are the quasi-steady-state and local, one-dimensional approximation methods.

In the general case, the TE and WP surfaces differ substantially. The determination of the ECM rate field requires consideration of the transfer processes in the IEG, which is a complex-shaped, three-dimensional channel. In this case, the quasi-steady-state approximation method is employed.

In cases where the electrode surfaces differ insignificantly and a one-to-one correspondence between them can be reached, the hydrodynamic velocity components normal to the electrode surfaces are negligibly small and the electrical field in the IEG is quasi-homogeneous (except for the near-electrode layers). In this case, the local, one-dimensional approximation method is used.

12.5.2 Quasi-steady-state Approximation

The method of quasi-steady-state approximation (the step method) implies the use of the explicit difference scheme for solving the problem with moving boundaries. In doing so, the ECM rate field at the instant time \( t \) is calculated from the transfer equations (8) in the region \( \Omega' \) (Fig. 7) with
the known boundary $\Gamma'$. Then, using a difference scheme, which is explicit with respect to $V_a$, a new WP surface shape at the instant time $t + \Delta t$ is determined:

$$\Phi^t + \Delta t = \Phi^t + \Delta t V_a |\nabla \Phi|$$  \hspace{1cm} (14)

As a result, the solution of the problem with a moving boundary is reduced to the solution of a series of problems in the region with a fixed boundary.

The quasi-steady-state approximation may be used, because the rates of the transfer processes in the IEG (meters per second) are considerably higher than the rate of the variation of the WP surface (millimeters per minute). Within the framework of the quasi-steady-state approximation, it is possible to divide the initial problem into two subproblems: (1) Calculation of the transfer processes in the IEG and the determination of the ECM rate field $V_a$. (2) Calculation of the WP surface evolution for the direct problem or correction of the TE surface for the inverse problem. However, even under this simplification, solving the direct and inverse ECM problems, especially for sculptured WPs, involves great difficulties.

12.5.2.1 Calculation of Transfer Processes in the IEG

The transfer processes in the gap within the quasi-steady-state approximation are calculated similarly for both the direct and inverse problems. To simplify the calculation of transfer processes in the gap, the boundary-layer approximation is commonly used. According to this approximation, the current density is calculated separately in the bulk gap and in the near-electrode diffusion layers, and their congruence is provided via the boundary conditions. The transfer processes in the near-electrode diffusion layers are often taken into consideration using the experimental polarization curves.

12.5.2.1.1 Calculation of Transfer Processes in the Bulk IEG

In the quasi-steady-state approximation, the distribution of the current density over the bulk IEG is described by Laplace’s equation:

$$\text{div}(\chi \nabla \varphi) = 0$$

$$i = -\chi \nabla \varphi$$  \hspace{1cm} (15)

For solving Eq. (15), appropriate boundary conditions must be prescribed. Normally, the boundary of the machining zone consists of several sections at which the boundary conditions of different types are prescribed. The type of the boundary conditions depends on the character of the boundary section: TE, WP, insulator, or the line (the plane of symmetry), and also on the operating conditions of the power supply: the conditions of stabilization of the applied voltage, the conditions of current stabilization, and the natural current–voltage characteristics. In the general case, the boundary conditions that account for the kinetics of the electrode reactions and the transfer processes in the near-electrode diffusion layers can be written as follows:

$$g \left( \varphi, \frac{\partial \varphi}{\partial n} \right) = 0$$  \hspace{1cm} (16)

Various numerical methods are used to solve Laplace’s equation for ECM including the method of finite differences, the finite element method, the boundary element method [9, 43, 44], and so forth.

Since the regularities of gas transfer from the electrode surface to the bulk electrolyte are not clearly understood, it is commonly assumed that $\chi = \text{const}$.
[45–49]. In this case, the boundary element method is most suitable. Laplace’s equation is solved in the following way (Fig. 10).

1. Three-dimensional, solid-state models of the TE and WP are developed (Fig. 10a).

2. The machining zone is formed. The boundary of this zone consists of the TE (3), the WP (4), the insulator surfaces, and the planes of symmetry (5). The surface of this zone is meshed by triangle or quadrilateral boundary elements (Fig. 10b). In each element, the potential and its gradient are taken to be constant.

3. For the given scheme of partition of the machining zone boundary on the elements, the discretization of the boundary integral equation and the boundary conditions is performed. The set of nonlinear equations, which is obtained by discretization, is solved by Newton’s method. As a result, the distribution of the current density over the WP surface is obtained (Fig. 10c).

In some works [50, 51], the variations in the electrolyte properties due to the heat and gas evolution in the gap were taken into consideration. It was assumed that the gas phase was uniformly distributed across the gap. The consideration of variation in the electrolyte properties leads to the necessity of numerical solution of equations describing the flow of viscous anisothermic gas–liquid mixtures simultaneously with Laplace’s equation.

Fig. 10 Calculation of the current density distribution over the bulk of interelectrode space within the quasi-steady-state approximation using the boundary element method: (a) Three-dimensional solid-state models of TE and WP, (b) scheme of partition of machining zone boundary on the quadrilateral boundary elements (by convention, two side surfaces are not shown), (c) the current density distribution (the current density level lines) over the WP surface; (1) the TE, (2) the WP, (3, 4) the working surfaces of the electrodes, and (5) the planes of symmetry and the insulator.
### Calculation of Transfer Processes in the Near-electrode Diffusion Layer

The calculation of the transfer processes in the near-electrode diffusion layer is based on the set of equations of anisothermic ionic mass transfer, which is caused by diffusion, migration, convection, and homogeneous chemical reactions:

\[
\frac{\partial C_k}{\partial t} = -\text{div}(j_k + C_k(\hat{V} + \text{grad} \, \Psi)) + R_k, \quad k = 1, \ldots, N
\]

\[
\rho \text{div(grad} \, \Psi) = \sum_{k=1}^{N} \text{div}(M_k j_k) - \sum_{k=1}^{N} M_k R_k
\]

\[
\frac{\partial Q}{\partial t} + \text{div}(Q(\hat{V} + \text{grad} \, \Psi)) = -i \text{grad} \, \varphi + \text{div}(\lambda \text{grad} \, T)
\]

\[
N \sum_{k=1}^{N} z_k C_k = 0 \tag{17}
\]

where \(C_k\) is the concentration of the \(k\)th electrolyte component; \(j_k = -D_k \text{grad} \, C_k - z_k u_k F C_k \text{grad} \, \varphi\) is the diffusion flux of the \(k\)th electrolyte component; \(D_k, z_k, u_k\) are the diffusion coefficient, the charge, and the mobility of the \(k\)th electrolyte component, respectively; \(\hat{V}\) is the hydrodynamic velocity, which is determined by external factors; \(\Psi\) is the potential of hydrodynamic velocity, induced by intense interface mass transfer; \(R_k\) is the intensity of the internal source of the \(k\)th electrolyte component, which is associated with the chemical reactions; \(\rho\) is the solvent density; \(M_k\) is the effective molecular mass of the \(k\)th electrolyte component; \(Q = c_p \rho T\) is the specific heat energy; \(c_p\) is the specific heat; \(i = F \sum_{k=1}^{N} z_k j_k\) is the current density; and \(\lambda\) is the thermal conductivity.

At not-too-high current densities, the electrolyte flow induced by the interface mass transfer (the second equation in system (17)) and the variation of the temperature in the diffusion layer (the third equation in system (17)) can be neglected.

For a binary electrolyte and solution with a high content of supporting electrolyte, the system of equations (17) can be solved analytically. For the electrolyte with complex composition, when migration transfer cannot be ignored, numerical methods are used. Two approaches to the numerical solution of ionic transfer equations in the ECM can be considered [52–55]. The first approach consists of simultaneously solving all equations of the system (17). The second approach involves decoupling of the initial set of ionic transfer equations, which allows the successive determination of the electrical potential, potential of velocity induced by the interface transfer, concentrations of components, and electrolyte temperature. The second approach significantly reduces the computational time, enabling one to perform the calculations not only for the continuous ECM but also for pulse and pulse-cyclic ECM.

To determine the field of ECM rate, the transfer processes are successively calculated in the bulk IEG and in the diffusion layers, until a consistent solution is obtained. Using the obtained field of ECM rate, new shapes and dimensions of the WP surface are determined.

### Direct Problem: Evolution of WP Surface

In considering the evolution of the WP surface in the quasi-steady-state approximation, methods based on the explicit coordinate and parametrical description of the WP surface are most popular. These methods are described in detail in Refs 43, 56, 57. The explicit coordinate description is commonly used for sufficiently simple geometrical shapes of the WP surface,
which can be represented as a graph. The parametrical presentation allows one to extend the range of surfaces; however, it requires the use of special procedures for adequately simulating the surface evolution in the areas where the WP surface is not smooth and in the zones where the WP and the insulator surfaces join [43]. The use of implicit coordinate presentations of WP surface is promising, because it makes possible simulation of arbitrary surfaces, including rough ones [58]. The possibilities of this presentation can be demonstrated using the following model of WP surface evolution (see Table 1):

$$|\text{grad } T| = \frac{1}{V_a} \quad (18)$$

where $T$ is a function of $x$, which is equal to the arrival time of the WP surface to a considered point $x$ of the space.

In this case, the WP surface, $A'$, is the level set of function $T(x)$, that is,

$$A' = \{ \forall x | T(x) = t \} \quad (19)$$

The determination of the location of the WP surface at every instant of time involves the solution of Cauchy’s problem for Eq. (18) with the initial condition being given in the following form:

$$T(x) = 0, \forall x \in A^0 \quad (20)$$

where $A^0$ is the initial WP surface.

For smooth surfaces having topology invariant to the machining, the solution of equations (18–20) is relatively simple. However, often the conditions of smoothness and the absence of topological variations are not fulfilled. In the ECM of even initially smooth surfaces, surface irregularities can form on the WP in the course of machining, and it is impossible to predetermine their location and the instance of their rise. Equation (18) admits several solutions, but only one of them can be physically realized [48, 58, 59]. Figure 11 gives the results of simulating the evolution of the initially plane WP surface in the ECM using a rough T-shaped TE, which is shown in Fig. 10.

### 12.5.2.3 The Inverse Problem: Correction of TE Surface

Within the quasi-steady-state approximation, the most popular method is the “embedding method” involving the successive solving of a series of direct problems and corrections of the TE working surface until a desired shape of the WP is assured [45, 46, 50, 51]. Several methods of TE correction have been proposed; they have a lot in common and can be presented in the following generalized form:

1. For the desired WP surface $z_d(x, y)$, the TE working surface can be presented as a series

$$z_c = \sum_{k=1}^{K} a_k f_k(x, y) \quad (21)$$

where $f_k(x, y)$ is a family of functions used to represent the TE; $a_k$ are the coefficients of the expansion; and $K$ is the number of coefficients.

At the first iteration, the magnitudes of $a_k$ are prescribed, that is, the initial approximation of the TE working surface is described.

2. The direct ECM problem is solved, that is, the real WP shape, $z^*_a(x, y)$, which will be obtained as a result of machining with a given TE, is determined.

3. A deviation $E(a)$ of the actually obtained WP shape from the desired one is determined ($a$ is a vector of the TE shape coefficients $a_k$). A mean square root or maximum deviation of $z^*_a(x, y)$ from $z_a(x, y)$ can be used as $E(a)$. If $E(a)$
exceeds the admissible error, the TE is corrected; otherwise, the calculations are finished.

4. \( E(a) \) depends only on the vector of the TE shape coefficients; therefore, the TE correction is reduced to the minimization of \( E(a) \), that is, to the solution of the following set of equations:

\[
\frac{\partial E(a)}{\partial a_k} \approx \frac{E(a + \Delta a_k) - E(a)}{\Delta a_k} = 0
\]

(22)

Here \( \Delta a_k \) is a small perturbation imposed on coefficient \( a_k \).

The derivatives in Eq. (22) are calculated numerically; this requires \( K \) direct model evaluations. To solve the set of non-linear equations (22), it is advantageous to use the Newton–Raphson method possessing quadratic rates of convergence and requiring no more than four to seven iterations [45].

### 12.5.3 Local, One-dimensional Approximation

Within the local, one-dimensional approximation, the solution of the direct and inverse ECM problems is considerably simplified.

First, instead of determining the shape of one electrode, it is sufficient to find the distribution of the IEG over the machining zone. This appears to be much simpler than determining, immediately, the electrode’s shape, because the IEG depends only on three parameters \((u, v, t)\), whereas the electrode surface is determined by four parameters \((x, y, z, t)\).

Second, using the local, one-dimensional approximation for the distribution of the electrical potential, one can obtain the following approximate equation for the gradient of electrical potential:

\[
\text{grad } \varphi \approx \frac{\partial \varphi}{\partial \zeta} = \frac{U - E_a + E_c}{S}
\]

(23)
where $\zeta$ is the coordinate measured from the electrode surface along the outward normal.

Third, in the system of coordinates with the origin located at the surface of one of the electrodes, the hydrodynamic velocity field is two dimensional. Therefore, prescribing the distributions of hydrodynamic velocity, gas fraction, temperature, and so forth across the IEG, one can integrate the equations of mass, momentum, and energy transfer with respect to the distance between the electrodes. As a result, it is possible to reduce the problem’s dimension by a unit.

As well as in the quasi-steady-state approximation, within the local, one-dimensional approximation, the solution of the direct and inverse ECM problems is reduced to successively solving the following problems: (1) Calculation of the transfer processes in the IEG and determination of the ECM rate field $V_a$. (2) Calculation of the IEG distribution. The calculated IEG distribution is used to determine the WP surface in the direct problem and to correct the TE surface in the inverse problem.

In the ECM, the electrolyte temperature and the void fraction increase in the direction of electrolyte flow, leading to a nonuniform distribution of current density over the WP surface. With a decrease in the IEG width, the degree of current density nonuniformity and, hence, the ECM inaccuracy, increase (Fig. 12). An adverse effect of heat and gas evolution can be reduced significantly by passing to the pulse ECM mode. At sufficiently short pulse-on times, when electrolyte convection can be ignored, the current density is independent of the IEG length in the flow direction and is determined solely by the IEG width. In the initial period of time after imposing a pulse, the current density is higher for a smaller gap (Fig. 13). Therewith, the localization of anodic dissolution is high, the dissolution is localized on the areas with the smallest gap, and the initial WP inaccuracy decreases sharply. At $t = t_1$, the current density on the areas with different gaps is leveled, and at $t > t_1$, the ECM inaccuracy starts increasing. At $t > t_2$, when the charge passed on the areas with a smaller gap becomes smaller than that on the areas with a larger gap, the accuracy of pulse ECM becomes even lower than the accuracy of constant-voltage ECM. In many cases of pulse ECM, it is

![Graph showing distributions of current density along the WP length](image)
advantageous to choose a pulse-on time equal to $t_1$: in this case, a maximum decrease in the initial inaccuracy in a single pulse is observed. At shorter pulse-on times, the degree of ECM localization increases, but the productivity significantly decreases.

### 12.5.3.1 Calculation of Transfer Processes in the IEG

To calculate the transfer processes in the IEG, the boundary-layer approximation is used. According to it, the current density in the bulk IEG is calculated on the basis of the height-average mass-, momentum-, and energy-transfer equations and those in the near-electrode layers. The transfer in the diffusion layers is calculated similarly to the case of quasi-steady-state approximation.

The distribution of the current density over the bulk IEG is calculated using the averaged-over-the-IEG Navier–Stokes equations for homogeneous, gas–liquid mixtures. For the TE, which is given parametrically by the vector function

$$r^c = r^c(\xi, \vartheta), \quad r^c = (x^c, y^c, z^c)$$

in the curvilinear orthogonal coordinate system $(\xi, \vartheta, \varsigma)$ with the origin at the TE surface, the Navier–Stokes equations averaged over the IEG, which describe two-dimensional flow of gas–liquid mixture in the IEG, are commonly presented in the matrix form [60]:

$$\frac{\partial W}{\partial t} + \frac{\partial F}{\partial \xi} + \frac{\partial G}{\partial \vartheta} = B$$

Here $W$ is a vector with the elements being the conservative variables: the gas phase and mixture densities, the momentum, and the energy of the mixture; $F$ and $G$ are the fluxes of vector $W$ elements in
the direction of coordinate axis $\xi$ and $\vartheta$, respectively; $B$ is the source term.

Equation (25) involves the continuity equations for the gas phase and the mixture, two mixture momentum balance equations for the coordinate directions $(\xi \vartheta)$, and the energy equation.

To numerically solve Eq. (25), the finite volume method is used. In doing so, a mesh consisting of triangle cells is constructed at the TE surface; in each cell, the flux parameters are taken to be constant. The fluxes through the boundaries of finite volumes are determined on the basis of the solution of the one-dimensional Riemann problem in the direction of normal to the boundary between cells.

As a result, the fields of hydrodynamic velocity and pressure and the distributions of temperature and void fraction are determined. The current density is determined by the following equation:

$$
i = \frac{\chi(1-\alpha)^n[1+\beta(T-T_0)](U-E_a+E_c)}{S}$$

(26)

where $(1-\alpha)^n$ is the term that takes account of the effect of void fraction on the electrolyte conductivity; $\beta(T-T_0)$ is the term that accounts for the effect of temperature on the electrolyte conductivity.

Figure 14 gives the results of simulation of transfer processes in the bulk of the interelectrode space in the quasi-equidistant ECM. Using a CAD system, a three-dimensional solid-state or surface TE model is formed (Fig. 14a). A mesh of triangular finite volumes is constructed at the TE working surface (Fig. 14b). The field of velocities of electrolyte flow in the gap (Fig. 14c) and the distribution of the current density (Fig. 14d) are then calculated.

---

Fig. 14 Calculation of transfer processes in the bulk of the interelectrode space within the local, one-dimensional approximation: (a) Solid-state model of the TE, (b) scheme of partitioning of the working surface of the TE with triangular elements, (c) electrolyte flow velocity field, (d) distribution of the current density over the TE surface; (1) is the electrolyte inlet and (2) is the electrolyte outlet.
12.5 Prediction of Workpiece Shape and Tool-electrode Design

12.5.3.2 The Direct Problem: The Evolution of WP Surface

Much research has been devoted to simulating the evolution of the WP surface in the quasi-equidistant ECM [1–9, 42, 61, 62]. In most cases, models that allow one to perform the calculations not over the entire surface but only in several plane sections of the IEG are used. The use of the theory of surfaces allows one to obtain the generalized model for calculating the IEG distribution as [63]:

$$\frac{\partial S}{\partial t} = V_c \sqrt{1 + \Delta S_\|} - V_c \cdot n^c \cdot \text{div}(SV_c)_{\|}$$

(27)

where $V_c$ is the vector of the TE feed rate and $\Delta S_\|$ is the Beltrami first differential parameter of the IEG on the WP surface.

There are three terms in the right-hand side of Eq. (27): the first term allows for the variation of the IEG due to the WP anodic dissolution; the second term allows for the variation of the IEG that is attributed due to the normal to the TE surface component of the feed rate; and the third term allows for the variation of the IEG due to the WP surface motion along the TE surface. Using Eq. (27), the variation in the IEG magnitude can be determined for any scheme of quasi-equidistant ECM.

The numerical solution of Eq. (27) is performed by the finite volume method [63]. A mesh of triangular elements is constructed on the working surface of the TE. It is assumed that the curvature of the TE surface is constant within each element. The principal curvatures and principal directions are determined in the center of the element, when the mesh is constructed. The calculations are performed in the local system of coordinates with the origin in the center of the triangular element; the $u$ and $v$ axes coincide with the directions of principal curvatures. The set of ordinary differential equations, which is obtained as a result of discretization, is integrated by the Runge–Kutta method.

Simulation of the WP surface evolution is performed as follows: (1) Construction of a solid-state TE model; (2) transformation of the solid-state model into the surface model; (3) partition of the TE surface into triangular elements; (4) calculation of IEG distribution; and (5) calculation of WP surface using Eq. (4).

12.5.3.3 The Inverse Problem: The Correction of TE Surface

To solve the inverse ECM problem in the local, one-dimensional approximation, the above-described method for the quasi-steady-state approximation can be used (see Sect. 12.5.2.3). However, especially for complex-shaped surfaces, it is advantageous to use a simpler and more efficient method. When correcting the TE surface, the error in the WP surface shape is conveniently estimated along the normal to the TE surface. This, on the one hand, does not lead to considerable error, because, in the quasi-equidistant ECM, the normals to the TE and WP surfaces differ little, and, on the other hand, enable one to significantly simplify the correction procedure. The TE correction is realized as follows:

1. For a desired WP surface, the initial approximation of the TE working surface is prescribed and the natural parameters of the TE surface and their relation to the natural parameters of the machined surface are determined.

2. For the chosen machining conditions, the distribution of gap width over the machining zone is calculated using Eq. (24).

3. The inaccuracy of the machined surface is determined. If the inaccuracy
exceeds the permissible value, the TE is corrected; otherwise, the calculations are terminated.

4. The TE working surface is corrected via shifting each computational node, which is located on the TE surface, in the direction of the normal to the TE surface by a value equal to a difference between the required and actual gap magnitudes in this node. Then, the natural parameters of the corrected TE and their relation to the WP surface parameters, and the required distribution of gap width for the corrected TE, are calculated.

In contrast to the above-described method (see Sect. 12.5.2.3), this method requires only a single calculation of the distribution of current density at each iteration and has a comparable convergence rate.

12.5.4 Automated Design of ECM Operations

A typical scheme for the design of ECM operations involves the solution of the following problems: choosing the machining scheme, the electrolyte composition, the equipment, and machining conditions; the determination of allowance and the design of necessary machining attachments; testing; and correction.

In the design, the optimal conditions of machining, which provide high productivity of machining, the required accuracy, and high surface finish, should be determined.

Some problems, such as choosing the machining scheme, the electrolyte composition, the machining equipment and attachments, can be solved using typical solutions. The main problems in the design of ECM operations are associated with the design of the TE and the determination of the machining parameters. The accuracy and productivity of finishing operations depend to a large extent on the proper solution of these problems.

The difficulty in the design of ECM operations is that the machining parameters and the shape of the TE working surface cannot be determined independently of one another. When the machining parameters are changed, the IEG distribution also changes; consequently, to produce a WP of the desired shape and size, the working surface of the TE should be corrected.

Figure 15 gives the general scheme of an automated design of ECM operations. Using an integrated CAD/CAM/CAE system, the three-dimensional, solid-state or surface model of the WP is created. To elaborate an ECM operation, a geometrical model of the WP and also other required information (the WP material, the accuracy of dimensions and shape, and the surface finish) are delivered from the universal CAD system to the subsystem of ECM operation design.

The subsystem for the automatic design of ECM operations in the dialog mode enables the following problems to be solved: (1) Analysis (the direct problem): the shape and size of the WP surface are determined by the given TE surface; and (2) synthesis (the inverse problem): the working surface of the TE is determined in order to produce the desired WP surface.

The use of the dialog mode in the design of ECM operations is caused by the fact that the mathematical models of ECM are rather complicated, and the solution of the problem depends on a large number of parameters. Realization of the dialog mode of design actually means the replacement of the machining of test WPs (the trial
and error method) by the “machining” of geometrical models of the test WPs in the course of computing experiments.

The solution of the inverse problem is of principal commercial importance. However, the exact solution of this problem is difficult, because it requires the solution of a problem with unknown boundaries. Therefore, for the automation of the design of ECM operations, the following approach is used: the inverse problem is reduced to the solution of a series of direct problems and, by solving them, the TE working surface and the machining parameters are corrected.

The output information of the subsystem of automated design of ECM operation involves geometrical models for the WP and TE, the machining parameters, and other technological information. This information is delivered to the integrated CAD/CAM/CAE system for the formation of technology documentation, development of technology of attachment and TE fabrication, and specification of programs for machines with digital control for producing the TE working surfaces.

12.6 ECM Techniques and Applications

12.6.1 Electrochemical Sinking

ECM sinking is effectively used for the production of turbine and compressor blades, dies, molds, and other complex-shaped products, which are made of hard-to-cut steels and alloys. In ECM sinking, in contrast to the traditional methods of machining, the entire WP surface is machined in a single operation. For example, ECM sinking was used for machining large dies of hardened and tempered steel for the automotive industry (Fig. 16) [64]. Application of ECM enabled one to obtain the required accuracy and surface finish in a single operation; the production time was cut by more than four times compared with electrodischarge machining (EDM).

In ECM sinking, the accuracy and surface finish depend considerably on the proper choice of TE design, a scheme of electrolyte feed through the slots and holes into the machining zone, the scheme, and parameters of machining. ECM sinking is
realized by various schemes: with constant TE feed rate, with TE vibration, and by the cyclic scheme.

In order to realize ECM sinking, a new generation of electrochemical machines, equipped with adaptable control systems and wide-range pulse power sources, has been developed in the last decade. Figure 17 gives an ECM-1500A machine (Novotech) for pulse ECM with vibration
of TE [65]. The machine is equipped with an automatic control system that provides effective adaptation of the processing to the variations of external conditions and guarantees stability of accuracy and roughness. The short-circuit protection system contains three basic contours: the contour for prediction of short circuit or breakdown in the interelectrode space; the contour for current switch-off in the case of short circuit; and the contour for protection of power source against overloads. An ECM-1500A machine provides an accuracy of dimensions of ±5 µm and copying resolution of ~1 µm at a surface roughness ($R_a$) of 0.05 to 0.2 µm. The machining is performed at an IEG of 3–10 µm and current densities up to 1000 A cm$^{-2}$. Figure 18 gives a specimen of 40Cr13 steel, on which the rows of cylindrical and rectangular projections are produced with an ECM-1500A machine; the error of each element does not exceed 5–7 µm, which is comparable with the accuracy of EDM. However, the absence of TE wear, the defect layers on the machined surface, and a higher productivity are the obvious advantages of ECM.

12.6.2 Electrochemical Drilling

Electrochemical drilling (ECD) is an important application of ECM. The ECD operations enable the production of not only round holes, as in the case of mechanical drilling, but also shaped holes with oval, rectangular, triangular, and other sections; to drill several tens of holes of varying diameters and/or shapes simultaneously; to produce curved holes or slots, for example, ports and passages in manifolds; to produce holes that are not perpendicular to the surface, and to
perform other unique drilling operations in the difficult-to-machine materials [45, 66–74]. Figures 19–21 give schemes of drilling of curved hole and a hole with a contoured surface (a hole with internal ridges, which ensure turbulent airflow.

---

**Fig. 18** Demonstrative specimen of 40Cr13 steel (20 × 30 mm) machined with ECM-1500A machine.

**Fig. 19** (a) Scheme of curved hole ECM drilling (b) with various cross sections.
through the cooling holes and increase the efficiency of mass-transfer processes) using the ECM [69, 70, 74]. The contouring ECD machine is governed by a CNC machine controller to ensure proper control functions. In addition to contoured surface, these holes have small diameters (e.g. 1.3 mm) and great depths (200 mm). For this purpose, the ECD machine should be capable of high positioning accuracies and rigid control for time-dependent commands. Under these conditions, excellent repeatability of results from hole to hole can be provided.

Drilling of small deep holes with a depth-to-diameter ratio sometimes up to 100:1 and even higher in the difficult-to-machine materials (high-strength, superalloy materials) is a very important area of ECD application ([66–72]; the patent literature on ECD, as well as on other ECM problems, is quite extensive). The ECD of small deep holes was developed predominantly for producing air-cooling holes in gas turbine buckets and vanes to generate higher power output of jet engines for the same unit size and with improved fuel efficiency.

In the majority of methods of drilling of small deep holes (many of them were elaborated by the engineers of General Electric), a tube through which an electrolyte is pumped under pressure serves as the tool. The tube can be made of metal (Fig. 20a); in this case, the tube itself is a cathode. It should be somewhat smaller in diameter than the required hole. The metal tube is coated externally (except for a tip area) with a film of insulation...
that protects the walls of the hole from dissolution. A metal tube is used when shaped holes should be drilled. In this case, the tip of the metal tube has the corresponding shape. The tube is fed toward and into the WP.

An alternate design of tool for ECD involves a glass tube (Fig. 20b). It has a significantly larger diameter than that of the hole and a relatively small-diameter opening at the tip. The outside diameter of the tip must be sufficiently smaller than the diameter of the hole to allow for the escape of the electrolyte. In this case, high pressure from the electrolyte is required for the high-rate ECD process. A metal cathode in the form of a cylinder (Fig. 20b) or wire is placed inside the thick part of the glass tube. The constant feed advances the drilling nozzle into the WP at a rate equal to the rate at which the WP material is dissolved (penetration drilling mode). The version of ECD with a stationary drilling nozzle (dwell drilling mode) is preferred when shallow, less accurate holes are required.

When a glass drilling nozzle is used, the interelectrode distance appears to be considerably larger than in the case of a metal tube. This fact, coupled with a small cross-section area of electrolyte stream, results in a large voltage drop in the IEG and the necessity of applying high voltages (of several hundreds volts). The highest voltages should be used in the case of a stationary tool.

In the ECD of fine holes, a highly conductive acid electrolyte is commonly used (10–30% nitric, sulfuric, or hydrochloric acid, depending on the WP material) in order to avoid the formation of sludge, hampering the solution flow through fine holes. When a metal tube serves as the TE and an acidic electrolyte is used, dissolved metal accumulates in the electrolyte and deposits on the cathode working surface, changing the cathode’s shape. To prevent this, the voltage is periodically reversed long enough to remove film buildup on the TE but not long enough to change the prescribed TE shape.

In some cases, salt electrolytes with the addition of a complexing agent to prevent sludge formation are used [73].

The production of machinery for unique ECD operations requires a high level of capital investment.
12.6.3 Electrochemical Deburring

Electrochemical deburring (ECDB) is one of the largest applications of electrochemical metal removal technology [19, 75–79]. ECDB is a nontraditional process for removing burrs from metal parts, such burrs usually having been created by traditional machining operations. The advantages of the method are the ability to finish hard-to-reach areas, inaccessible for ordinary methods (in intersecting holes, inside of bores, or in grooves), high productivity (short machining times, deburring of several WPs simultaneously), relatively low cost, and a high repeatability of results. Figure 22 gives a simplified scheme of ECDB in intersecting holes. The major problem is to localize the dissolution solely on the burrs. Etching of surface on other WP areas, particularly adjacent to burr areas, is the main disadvantage of ECDB. To prevent this, the proper design of TE (only TE areas that will be in the immediate vicinity of burrs should not be insulated), controlled flow of electrolyte, electrolyte composition, and parameters of process are of importance. In ECDB, the TE is normally placed adjacent to the area to be machined and remains stationary during the process. Two types of electrolytes are used for ECDB: typical electrolytes for ECM (NaNO₃) and typical electrolytes for electrochemical polishing. In some cases, additives are used. As a rule, radiusing of sharp edges is performed simultaneously with ECDB. Components that are susceptible to corrosion must be treated immediately after the deburring operation, normally with a water rinse and then a dip in a rust inhibitor.

ECDB can be utilized in small shops and high-volume manufactures, as a manual, semiautomatic, or fully automated process. The processing step for the ECDB can be incorporated into the production line. ECDB greatly reduces deburring costs on operations which are traditionally time consuming and which require large amounts of hand labor. As a rule, a special TE is required to machine WP of each type; therefore, ECDB is most efficient in mass production. Figure 23 gives the examples of parts, which are deburred with ECM.

12.6.4 Removing of Defective Layers

Removing of defective layers from the surface of shaped parts is an important
application of ECM. This method is specially effective for removing of defective layers created by electrodischarge machining (EDM) [80–83]. EDM is a very important manufacturing process. However, EDM produces heat effects such as heat-affected layers, deep crater topographies, and microcracks in the surface region of the WP (e.g. dies and molds). The electrochemical process does not destroy the original shape of the WP, but it removes a damaged surface layer and surface roughness. In some cases, the surface of the cavities with various shapes can be finished in a mirrorlike and reproducible manner within a few seconds. An optimal duration of the process should be chosen in order to obtain best results (high surface finish). Usually the same machine and TE, which were used for EDM, are applied for electrochemical finish machining. The power source (as a rule, pulse one) and the electrolyte (usually NaNO₃) differ from those for EDM.

The production of the razor shaving head at one of the divisions (DAP) of Royal Philips Electronics, where a production line that is completely equipped with ECM technology is employed [84], is a good example of electrochemical finish machining of shaped parts in mass production.

12.6.5

ECM in Biomedical Engineering

Application of ECM in the field of biomedical engineering is well known [64, 85–87]. Stainless steel plates for use in bone surgery and artificial joints (e.g. hip
joint) of special alloys, valves of extremely tough cobalt-based alloy used as a replacement in human hearts and a number of other metallic body inserts were produced using ECM. Owing to its good biocompatibility, titanium is widely used for dental and orthopedic implants and for biomedical microsystems. Titanium also has great potential for the fabrication of microfluidic networks and other microsystems such as micropumps for biomedical applications or for microchemical reactors. For these purposes, special methods of ECM of titanium were developed. The biomedical performances of titanium implants depend on their surface topography. C. Madore and D. Landolt used through-mask electrochemical micromachining (ECMM) to fabricate three-dimensional high-precision topographies on titanium [86]. A new four-step method for ECMM of titanium is presented in Ref. 87, which implies anodic oxidation of the titanium substrate, patterning of the oxide by excimer laser irradiation in air, electrochemical dissolution of the metal from the irradiated areas, and ultrasonic cleaning (to remove the protruding oxide film). The method is applied for fabricating 3D model structures, surface structuring of a cylinder and machining of a complex two-level architecture.

12.6.6 Subsea Application

Special equipment was worked out for ECM and combined processes in a subsea environment for acquiring metal construction defective zone samples for detailed studies in the laboratory or for the total removal of the defective zone (for instance, crack zone) to prevent the defect from growing, drilling small holes at the ends of the crack tip to prevent tip propagation and producing large diameter holes, and removal of entangled wire ropes [88–90]. The method and means may be used for welding repair in hard-accessible places of underwater constructions. Seawater may be used as an electrolyte; however, in some cases, it is advantageous to use concentrated NaNO₃ solution in order to accelerate the process of metal anodic dissolution. It is necessary to use the electrolyte flow systems.

12.6.7 Electrochemical Micromachining (ECMM)

In recent years, ECMM has developed intensively in accordance with the general tendency toward the development of various methods of micromachining for manufacturing small-size parts or structural elements with a characteristic dimension of about 1 mm.

In the first approach to the ECMM, the required localization is achieved by the use of inert photoresist masks on the WP areas, which should not be dissolved. This method has some specific features (for instance, the problem of mask undercutting and island formation) and was considered, for example, in Ref. 91.

In the second approach, the required localization of metal dissolution is achieved by other means. Some of them were considered in the previous sections. Here, TEs of several types are used [92–97]: (1) An electrode with the shape and dimensions corresponding to the required cavity in the WP; (2) a TE in the form of a wire or needle, which penetrates into the WP at the expense of its local anodic dissolution and moves according to a certain program, in order to obtain a given contour; and (3) a high-speed jet beam of electrolyte from a micronozzle.
Figure 24 gives a microgear pattern (700 µm in diameter, 70 µm in depth) produced by micro-ECM on a chromium substrate using a small tip electrode [92].

The removal of very small amounts of metal from the WP is an important feature of ECMM as well as other methods of micromachining, and the accuracy of machining should be characterized by micron and submicron dimensions. The first feature considerably simplifies the operating process, because high currents and high-amperage power sources become unnecessary. The amount of reaction products formed in the interelectrode space is small; no high pressure or electrolyte overheating issues arise. All this enables one to significantly decrease interelectrode distances down to about one micron or even less, thus enhancing the machining accuracy. Acidic solutions are frequently used as electrolytes in order to prevent the formation of solid dissolution products in the very small interelectrode space. Mini equipment (such equipment was described, for example, in Refs 92, 93, 97) and a small amount of electrolyte can be used to realize ECMM. This extends the capabilities of ECM to more expensive electrolytes and simplifies the problem of environmental concerns of the machining processes.

In Sect. 12.2.1, the mechanism of enhancing the degree of dissolution localization using pulse ECM in solutions exhibiting an increasing dependence of the current efficiency on the current density was briefly described. In these solutions, the pulse-on time, which is the best from the viewpoint of conventional ECM, was not too short (tens and hundreds of microseconds), that is, the productivity of ECM was not decreased too strongly. Such rather long pulses appeared to be optimal provided that the charge $Q^*$ consumed in the preliminary processes (charging of
electrical double layer, passivation, oxygen evolution, the initial stage of metal activation) prior to the onset of high-rate metal dissolution is large.

In the ECMM, it is necessary to remove very small amounts of metal; this overshadows the problem of providing a high productivity of the process, which is of great importance. In this case, the electrolytes in which the passivation of the dissolving metal is virtually absent (e.g. chloride solutions) can be used, and the methods of improving the accuracy on the basis of maintaining the WP areas, which should not have been machined, passive, are unsuitable. Application of such electrolytes is also important because for some metals, copper, for example, no sufficiently simple and convenient practical electrolyte composition, in which the condition \( E^\# > E_{ox} \) is fulfilled, has been found.

After imposing the voltage on the system, a current is generated, which is consumed for charging the nonequilibrium electrical double layer and for the Faradaic process; in the absence of passivation, the latter primarily involves metal dissolution. In the very initial period of time, a major fraction of the current is consumed by the charging process; however, with time, the charging current decreases, and dissolution becomes the predominant process. Upon completion of charging, the entire current is consumed solely by the Faradaic process.

Under these conditions, in order to obtain a high degree of accuracy of electrochemical reproduction, the pulse parameters (pulse-on time, the amplitude) should be chosen such that, on the area with the minimum gap (the minimum voltage drop in the solution and, correspondingly, the maximum current), a sufficient charge will be consumed by metal dissolution, that is, by the machining. On the areas with larger gaps, the electrical charge in the pulse is smaller to the extent that only a small fraction is consumed by metal dissolution. Dissolution is localized on the areas with the minimum gap. Very short pulse-on times correspond to this mechanism of localization.

In recent studies [95, 96], the method of ECMM with supershort nanosecond pulses has been developed. This method enables one to perform machining with submicron resolution. It was shown by approximate calculations and by experiment that the machining conditions (primarily, short pulses) can be chosen, such that on the adjacent area points, which are offset by only several microns from the machining zone boundary, virtually no WP dissolution occurs, whereas in the machining zone (immediately facing the working surface of the TE) considerable dissolution proceeds. The authors of these works [95, 96] explain this fact by comparing the time constant \( \tau \) of double-layer charging (the product of electrolyte resistance by the double-layer capacity) with the voltage pulse duration \( t_p \). A dissolution rate, which is sufficient for certain practical use, is obtained at a required pulse amplitude provided \( \tau \) does not considerably exceed \( t_p \). The electrolyte resistance and, consequently, \( \tau \) are proportional to the interelectrode distance; therefore, \( t_p \) can be chosen such that a sufficient degree of double-layer charging and the required metal dissolution rate will be achieved only at the minimum interelectrode distance (the minimum resistance), that is, in the working zone. Additionally, attention was drawn to the exponential dependence of electrochemical reaction rate on the polarization.

The rate of machining in these modes is hundreds times lower than under
conventional ECM conditions; however, a very high resolution allows its application to many important modern technologies, where it is necessary to remove small amounts of metal with great accuracy.

12.6.8 Hybrid Processes

The devising of hybrid methods is a line of development of nontraditional methods of material machining. In these methods, two types of action on the machining surface are simultaneously used. Together with electrochemical dissolution, most frequently, the abrasive (electrochemical grinding), the electroerosion (electrochemical discharge machining), the ultrasonic, or the laser action is used. The hybrid processes are applied with the aim of completely using the advantages of both types of action and minimizing the disadvantages of each method owing to their mutual effect. This may be achieved at the optimal ratio between the contributions of each mechanism to metal removal.

At a sufficiently high voltage, the electrolyte in the IEG boils and a local electric breakdown of the vapor-gas layer occurs (the electrochemical discharge machining). At the area where the breakdown occurs, a large amount of heat evolves and a portion of the melted metal is removed owing to the high pressure in the discharge zone. A cavity forms at this place. The next discharge occurs at another area. At each instant of time, one or a few electric discharges occur in the gap. The rest of the surface dissolves anodically. The machined surface is formed by the superposition of a great number of electroerosion cavities and by anodic dissolution assisting surface smoothing. The higher the amplitude and the duration of the voltage pulse, the higher the metal removal rate (the machining productivity); the larger the size of the electroerosion cavity, the poorer the surface finish and the stronger the TE wear. An optimal combination of the contributions of electrochemical and electroerosion mechanisms of metal removal allows one to combine high accuracy of shaping, which is characteristic of the EDM, with good surface finish, which is typical of ECM, at a high productivity of the process.

In electrochemical grinding, the mechanical removal of both the passive anodic film and the metal proceeds concurrently with the anodic dissolution. In this method, normally electrolytes, in which the metal dissolution is localized only on the areas of abrasive depassivation, are used. This enhances the machining accuracy in relation to the ECM. As compared with mechanical grinding, the combined method is characterized by a significantly lower tool wear and a high productivity.

Hybrid methods of ECM are detailed in reviews [98–103] and in many papers.

12.7 Surface Layer Integrity after ECM

ECM is performed without physical contact between the tool and the WP in contrast to mechanical cutting and without strong heating in the machining zone as in EDM. Therefore, no surface metal layer with mechanical and thermal distortion, compressive stresses, and cracks form in ECM. However, sometimes intergranular attack (superalloys) or hydrogen embrittlement (titanium alloys) of the surface layer occurs in ECM. This may degrade the performance of the machined parts. In order to eliminate the intergranular attack and hydrogen embrittlement, the electrolyte composition, temperature, and the electrical conditions must be optimized.
12.8 Control of Electrolyte Composition and Environmental Problems

In the course of ECM, as a result of electrochemical reactions proceeding on electrodes and chemical reactions proceeding in the IEG, the electrolyte composition changes. This can impair the ECM performance and lead to environmental pollution. In many works, for example [107–117], these processes are studied and the methods of electrolyte regeneration and prevention of environmental pollution are developed.

In the interelectrode space, the dissolved metals, in most cases (Ni, Fe, Al, Ti), convert into insoluble hydroxides. To separate sludge from the liquid phase, several methods are used. The simplest method is sedimentation in a tank. However, this method is not always satisfactory with respect to productivity and quality of purification. To accelerate coagulation, special substances (polyacrylamide, for example) are sometimes added to the electrolyte. The schemes and equipment for flotation cleaning have been elaborated [114]. Various types of hydrocyclones, filtration devices, including automated setups of continuous action to service a number of machines, centrifuges, and various setups for combined methods of cleaning are used. If the electrolyte pH after the ECM is lower than 9, an alkali is added to the electrolyte for converting the compounds of most metals (nickel, for example) into precipitates. Upon sludge separation, the electrolyte composition is corrected, in particular, with respect to the pH value. The methods of sludge utilization have been described in the literature [115, 116]. In some cases, it is necessary to remove excess passivating nitrite ions, which can accumulate in the solution.

The removal of six-valent chromium from an electrolyte is a special problem. Its toxic compounds (e.g. CrO₄²⁻) remain in the dissolved state, though a fraction of chromium is adsorbed by the sludge. To transform dissolved chromium into sludge, substances converting Cr(VI) into Cr(III) are added to the spent electrolyte. Na₂SO₃, NaHSO₃, and FeSO₄ are commonly used as the reductants. By introducing barium salts into the electrolyte, Cr(VI) can be directly precipitated in the form of insoluble BaCrO₄. A fraction of Cr(VI) is reduced in the electrolyte by the reaction with Fe²⁺ and NO₂⁻ yielded by the cathodic reaction (5).

The machines for ECM are supplied with ventilation for the removal of gaseous reaction products, primarily, hydrogen.
12.9 Conclusions

ECM has a significant place among the methods of machining of conducting materials. It is applied in cases where alternative methods (especially the traditional ones) encounter problems: for operations which are time and hand-labor consuming. ECM is feasible for the machining of difficult-to-cut materials (high-strength, tough, hard, and brittle alloys, superalloys), complex-shaped parts, and the machining in the difficult-to-reach areas. In some cases, ECM enables one to perform unique operations, for example, drilling of very small, deep, curved holes.

The ECM processes are in progress, spread into new areas of modern technologies, for instance, micromachining.
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Introduction

During the past 30 or more years, there has been an increasing scientific and political emphasis on environmental issues related to air, soil, and water pollution in all parts of the world. Societies for the most part now realize that serious pollution problems can adversely affect both their economic and health-related quality of life. Indeed, there are many who feel that environmental issues are a prime problem for mankind as we enter the twenty-first century, and that serious action has to be taken if we want to avoid major crises in the years to come. To address these issues, a large number of environmental technologies have come forward to either handle the existing pollution problems or prevent them from occurring in the first place. These include chemical and biological processes as well as physical treatment processes. Electrochemical intervention and treatment form an important subset of the former, and has become increasingly important in the environmental field during the past decade or so. A number of excellent reviews and books have recently appeared on the subject, and a representative few are given here [1–9].

Electrochemistry itself has a very long history in the energy and manufacturing sectors of society, and therefore has the necessary infrastructure to make a major contribution to solving environmental problems. Some of the factors that make electrochemistry an attractive approach to solving, or preventing, environmental problems are as follows: (1) the operation is possible under ambient temperature and pressure; (2) switching the system on or off is easy; (3) electrochemical systems avoid the need to use reactive chemicals with the possibility of sludge production and its necessary disposal; (4) electrochemical systems can be small, modular, and portable, that is, ideal for remote location applications; (5) a large inorganic electrochemical industry exists (e.g. chloralkali and metal refining) with excellent cell design and engineering know-how; (6) the electrochemical approach can be highly selective for particular reactions since the electrode potential determines which reaction(s) will occur. Indeed, the strength of the electrochemical approach is that the electrode potential applied to the anode and cathode is all that is required for oxidation and reduction reactions to occur, that is, there is no need to add highly reactive (and sometimes dangerous) chemicals. In view of all of these advantages for the electrochemical approach to environmental management, it is in a strong position to make even more impact on this
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multibillion dollar technology area. The present chapter will discuss those areas where electrochemistry has already had a significant impact and those where there is still a lot of potential for the future.

In the environmental field, electrochemistry can be employed to do the following: (1) monitor pollutants; (2) clean up and recycle spent solutions and/or ionic species in solution; (3) remediate problems that already exist by, for example, anodically mineralizing organic toxins to CO$_2$ and H$_2$O or cathodically removing dissolved metals; (4) develop a cleaner, more efficient manufacturing process. While the last approach is obviously the ideal one since the problems with pollution are addressed before they occur, it cannot be universally applied to all systems and processes. As a consequence, there will be the need for some technical intervention or remediation at some point, during the process itself and/or afterwards, to clean up any arising pollution problems. Besides electrochemistry, one needs to also consider a long list of other potential treatment technologies, including biological, UV/ozone/peroxide, supercritical water oxidation, sonolysis, photochemistry (really related to electrochemistry), activated-carbon adsorption, chemical oxidation or treatment, and both ion-exchange and standard membrane separation [10]. Each approach has its advantages and disadvantages, and often a hybrid approach combining several of the above (possibly with electrochemical treatment) is the most advantageous one. While electrochemistry itself may not always provide the complete solution to an environmental problem, it can often play the essential role in a hybrid approach.

In the present chapter, the focus will be on the applications of electrochemistry to solving environmental problems and issues encountered in both aqueous and nonaqueous solutions, as well as in soils. The use of electrochemistry in air purification and electrochemical sensing of pollutants will also be mentioned. Some of the practical barriers to the implementation of electrochemistry in the environmental field will be discussed. An attempt will be made to address both the fundamental research and applied engineering sides of the issue, with insight into the all-important question of scale-up economics. This is a critical issue if the developing electrochemical technologies are going to migrate from the research laboratory into the field.

13.2 The Electrochemical Approach in Solution

Electrochemistry offers a versatile, flexible approach to solving environmental problems in solution, as illustrated in Fig. 1. Either the anode or cathode of the electrochemical cell can be used, and even a combination of both in the case where, for example, cathodic dechlorination generates a substance that is more easily oxidized electrochemically. This is illustrated in Fig. 2 for the model compound pentachlorophenol (PCP), a substance with a high oxidation potential because of the presence of the electron-withdrawing chloride groups [11, 12]. Dechlorination of the PCP to the more easily oxidized phenol can be cathodically achieved with high current efficiency (CE) in a nonaqueous solution and low CE in an aqueous one (see the following text). It should be noted that the whole process requires a considerable number of electrons, something that will influence the economics of the system. Besides the obvious direct, heterogeneous reaction at either electrode, it is also possible to generate oxidizing or
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Fig. 1 Scheme illustrating the electrochemical destruction (or modification) of organic toxins at either the anode or the cathode and the significant scope of the electrochemical approach. For example, the electrochemical treatment can be achieved either directly at the electrodes or indirectly by involving solution species generated at the electrode(s); it can be applied to either aqueous or nonaqueous systems and the species to be treated can be either organic or inorganic toxins.

Reducing species at the electrode, which can migrate into solution, giving rise to a homogeneous charge transfer. The mediating charge-transfer species can usually be reused over and over again, serving as a long-lasting electron-transfer shuttle vehicle. Examples include inorganics such as cerium and silver, and organics such as acetophenone and biphenyl. The direct and indirect electrochemical approaches can be employed in either aqueous or nonaqueous solutions, provided of course there is sufficient conductivity. The advantage of working in nonaqueous solutions is the much larger available potential range of operation, which can be more than 5.0 V and is usually limited by the breakdown potential of the electrolyte (compare the usual 1.23 V range in aqueous systems). As an example, the complete dechlorination of hexachlorobenzene to benzene can only be achieved in nonaqueous solutions because of the very high cathodic potentials needed to remove the chlorides from the ring, especially the last few. A complication sometimes encountered in nonaqueous solutions is the potential need for a source of protons (to complete the dechlorination).
which is the need for at least some water in the system. For this reason, it may be advantageous to have a small amount of water in the solution. The last part of Fig. 1 simply indicates that electrochemistry can be applied to the treatment of both organic and inorganic species, the organics being treated at either the anode or the cathode while the inorganics are mainly handled at the cathode. The purpose of Fig. 1 is to illustrate the wide range of the electrochemical approaches in treatment, separation, and/or recovery of pollutants in solution. It should also be mentioned that electrochemistry can be applied to both concentrated and very dilute solutions (the latter being something of a challenge); more will be said about this later.

### 13.3 Electrochemical Treatment of Organic Toxins in Solution

A considerable amount of attention will now be paid to the anodic destruction/modification of problem toxins, both organic or inorganic, in solution since this is a topic of great academic interest with considerable industrial potential at the present time. It also illustrates very well the important elements common to all electrochemical reactor systems, that is, nature of solution; geometry, activity, and lifetime of anode catalyst; optimum current and/or potential for system operation; design of electrochemical cell and overall treatment process (e.g. batch versus continuous, divided versus undivided cell); need for auxiliary equipment such as pumps and valves; and the need for nonelectrochemical pre- or posttreatment such as filtration and biotreatment, if a hybrid system is required [13, 14]. The overall cost of the system, broken down into capital and operating cost, will determine how competitive the process is, and whether the electrochemical treatment route has a chance of being chosen by industry to do the particular environmental
prevention or remediation job. As a general rule of thumb, the most expensive component of the electrochemical organic treatment system is the anode catalyst, whose cost is generally in the region of US$1200/m² for the DSA™ material (RuO₂/Ti). If a material like graphite could be used, the cost would fall greatly since it is ca. 10 times less expensive. The problem is that inexpensive anode materials will also have short lifetimes and therefore have to be replaced frequently. It is not uncommon for the active anode material to represent 60% or more of the entire treatment system [13, 14], and this means that it is important to investigate less expensive anode materials or to discover how to utilize existing materials much more efficiently so that the number of (meters)² required in the system decreases. For this reason, research into anode electrocatalysis for organic treatment systems has become extremely important and a great many papers have been published and patents issued, in the field recently.

The publications dealing with anodic destruction of organics at metal-oxide electrodes can effectively be divided into two main groups: (1) those of Johnson and others [15–23], who concentrate on the modified PbO₂ electrode system; (2) those of Comninellis and others [24–30], who deal with the modified SnO₂ system. The reason for using high-oxygen overvoltage anodes is to drive the electrochemical reaction into a potential range where oxidation of the organics is possible (during galvanostatic anodic treatment); correspondingly, the extent of parallel oxygen evolution decreases during constant potential treatment. In the extensive PbO₂ work of Johnson et al. [15–21], the central idea is that incorporation of an alter-valent ion such as Bi(5⁺) into the oxide lattice greatly facilitates oxygen transfer to the solution species (R) to be treated. [When reading these papers, one should be aware that there were three procedures for doping the films with Bi: (1) anodic adsorption as Bi(5⁺) ad atoms onto β-PbO₂ before the oxygen-transfer experiment; (2) having Bi (3⁺) in the solution during the oxygen-transfer experiment at the β-PbO₂ electrode; and (3) formation of the anode coating by deposition onto substrates such as gold from Bi(3⁺)/Pb(2⁺) solutions of varying ratios prior to the oxygen-transfer experiment. The latter approach was the more standard one and probably the most relevant so far as eventual scale-up is concerned.] The important reactions at play are

\[ S[ ] + H₂O \rightarrow S[OH] + H^+ + e^- \]  
(1)

\[ S[OH] + R \rightarrow S[ ] + RO + H^+ + e^- \]  
(2)

\[ S[OH] + H₂O \rightarrow S[ ] + O₂ + 3H^+ + 3e^- \]  
(3)

(1) being discharge of water onto the oxide surface S, (2) being oxygen transfer to a reactant R in solution, and (3) being parallel oxygen evolution. The process is referred to as “electrochemical incineration” and ideally results in either complete mineralization of the organic, R, to CO₂ or its conversion to a less-toxic form. Short-term experiments were conducted on the oxidation of organics such as phenol, benzene, toluene, and p-benzoquinone, as well as inorganics such as cyanide, Cr(3⁺), and dimethylsulfoxide (DMSO) (as a model for the oxygen-transfer process). The influence of the presence of various dopants in the β-PbO₂, as well as the doping level, was investigated. The general observation was that the presence
of incorporated Bi(5+) had a beneficial influence on the oxidation reactions studied, so long as the amount incorporated did not exceed ca. 50% (a level at which the word “doping” should probably not be used). It is interesting to note that a similar beneficial effect was achieved by incorporating other ions such as Fe(3+), Al(3+), Cl−, F− and even acetate anions into the β-PbO2 [16, 18], that is, it is not specific to Bi(5+), although much of the research was done on this system. It indeed appears that the dopant can be tailored to the reactant to be treated for “best” performance, for example, Fe(3+) in the PbO2 best suits the oxidation of cyanide. The overall results were interpreted in terms of the incorporated alter-valent ion species generating surface defects in the β-PbO2, which in turn generate active oxygen-transfer species such as the hydroxyl radical (OH*) (see Fig. 3). What is needed for a continuous oxidation reaction is the rapid generation of lots of these “active-oxygen” species, which are weakly bound to the surface and always ready to oxidize targeted solution species. The altered electrodes are also less prone to the well-known radical-ion-induced polymerization of phenolic compounds on the surface, meaning that they remain “active” for continuous oxygen transfer. In terms of the exact reaction mechanism, Johnson et al. have suggested that the Bi(5+) may provide adsorption sites for the organic [23], the maximum enhancement being near the 50/50 Bi:Pb ratio. In view of the fact that even incorporated species such as Cl− and acetate can enhance the organic oxidation reaction at PbO2 [16, 18], the importance of organic adsorption at the dopant sites is open to question and further research is needed in this area. Nevertheless, the notion that doping an oxide such as β-PbO2 with ions such as Bi(5+) can significantly increase the rate of oxidation of dissolved solution species has important environmental implications for remediation of waste and other waters. It should be noted, however, that most of the experimental work discussed earlier was short term in nature, with data mainly obtained using the technique of cyclic voltammetry. As a consequence, there is little knowledge of the long-term performance characteristics of these electrodes under the demanding conditions that would be encountered in the field. Long-term stability of the electrodes is obviously extremely important from an economic as well as an environmental acceptance point of view, since the possibility

![Fig. 3](image-url) Reaction scheme for the oxidative mineralization of an organic toxin using an “active-oxygen intermediate” that is involved in the oxygen-evolution reaction.
of leaching Bi and/or Pb into treated waters is not attractive.

Along the same lines, a considerable amount of research has been done over the past 20 years on another high oxygen-evolution overpotential oxide, namely, SnO$_2$ [24–30]. The standard dopant in this case is antimony, Sb(V+), [31–35] at a level of several atom %, the upper level being ca. 4% as dictated by its solubility in the SnO$_2$. The oxide coatings are generally formed on a Ti substrate by the spray-pyrolysis technique, with prior conditioning of the Ti and/or formation of interlayers (such as IrO$_2$) needed for good coating adhesion [36, 37]. A number of researchers have worked on this particular system, notably Comninellis [24–27] and others from Switzerland [28, 29]. They noted that Sb-doped SnO$_2$ is highly efficient at oxidizing organics such as phenol [24] and 1,4-benzoquinone [25] when compared with Pt and IrO$_2$. As was the case with Bi-doped PbO$_2$, the oxidation mechanism has been suggested to involve a generated hydroxide species on the oxide surface, which facilitates mineralization of the solution organics [30]. The presence of the Sb(V) provides the SnO$_2$ with electrical conductivity and also assists in the generation of an active OH$^*$ species (see Fig. 3). The trick appears to be in forming an adsorbed (physisorbed) hydroxyl species on the oxide surface, that is, MO$_x$(OH) + e$^-$ → MO$_x$ + H$_2$O, which does not interact with the existing oxide to increase its oxidation state, that is, MO$_x$(OH) + H$_2$O → MO$_{x+1}$ + H$^+$ + e$^-$. It has been suggested that it is the OH$^*$ species, which is capable of mineralizing organics to CO$_2$, and not the higher oxide that is believed to be involved with incomplete oxidation of the organic [30]. It should be noted, however, that a partial oxidation of an organic to a less-toxic form would itself be environmentally beneficial and indeed require fewer electrons. It should also be noted that recent studies using small organic molecules (e.g., oxalic or formic acid) has shown that adsorption of the organic can be importantly involved in the oxidation processes [38, 39]. Furthermore, it is known that OH$^*$ radicals are not needed for complete and efficient oxidation of oxalic acid to CO$_2$. Indeed, good results have been obtained for anode materials exhibiting relatively low overpotentials for oxygen evolution. This means that even if OH$^*$ radicals are involved in some organic oxidation processes, this involvement is not universal.

In light of the observations by Comninellis and others, it is quite possible that one important role of the Sb-dopant in the SnO$_2$ lattice is to hinder the conversion of MO$_x$(OH) to MO$_{x+1}$ by acting as a “third-body” or impurity in the SnO$_2$ lattice. The same may well be true for Bi (as well as the other dopants) in PbO$_2$. By acting as an impurity in the oxide lattice, the dopants can prevent, or at least slow down, the stoichiometric incorporation of new oxygen into the lattice to generate a higher and/or more stable oxide. It may also be that the dopants generate defects in the oxide, which are more likely to favor the formation of active radical OH$^*$ species. Whatever the reason, the positive effects of such dopants on organic (and even inorganic) oxidation is very real. As was the case with the β-PbO$_2$(Bi), the service life of the Sb-doped SnO$_2$ electrodes under real operating conditions [37], as well as the cost of their manufacture and production reliability, must be known. Indeed, one has to be able to consistently produce large amounts of the coated-electrode material with a controlled chemical composition and morphology. While this is presently
true for materials such as the DSA Cl₂ (RuO₂/Ti) and DSA O₂ (IrO₂/Ti), it is not as yet the case for many of these emerging new anode catalyst formulations. This situation could very well change if and when a large market for these materials is established.

A relatively new anode material for organic destruction that has received considerable attention in the last few years is B-doped diamond [40–46], a highly corrosion-resistant material that has a very wide potential window for water stability and is capable of complete mineralization of solution organics with high current efficiencies. The mechanism is believed to be similar to that encountered with SnO₂(Sb) and PbO₂(Bi) electrodes [44], but without the associated anode stability problems. The major problem with the B-doped diamond has been cost; however, this has been decreasing in the past several years and there are some indications [47] that it may now be approaching about two times that of standard DSA (which itself is approximately US$1200/m²). Also, very long-term testing under “real” operating conditions still needs to be performed. Another fairly recent candidate anode material is Permelec, manufactured by Permelec Electrode Ltd., Kanagawa, Japan. It is actually a coating of β-PbO₂ deposited on a thinner layer of α-PbO₂, with additional interlayers separating the coating from the Ti substrate. Special fibers or powders in the outer β-PbO₂ layer reduce stress in the coating and make it very durable (see Ref. 48, the patent). These electrodes have been shown to be as catalytically active as standard PbO₂ electrodes but with stabilities that are 100 to 1000 time higher; they are also very stable in organic electrolytes [49]. At the present time, the cost of Permelec is quite high; however, this could change if the market dictates large-scale production.

As an example of the dramatic influence of various anode catalyst materials on system performance, the results for electrochemical treatment of solutions from a printed-circuit board (PCB) copper plating bath are shown in Fig. 4. In its freshly prepared state, the bath consisted of 2 M H₂SO₄, Cu²⁺, and standard organic brighteners, levelers, and carriers, which gave a total organic carbon (TOC) content of about 400 ppm. During long-term plating operation in the field, the TOC increases to ca. 2000 ppm because of dissolution of photoresists and masks, and so on. At 2000 ppm, the quality of the deposited Cu deteriorates considerably and it is necessary to bring the TOC level down again. Adsorption of the solution organics onto active carbon (in a side-holding tank) followed by environmentally unfriendly land filling is one possible treatment route. However, electrochemistry offers an alternative whereby the solution can be treated in an “in situ” manner to bring the TOC levels back to an acceptable range. The results in Fig. 4 were obtained with an AB micro cell from ElectroCell, Sweden, employing a Nafion cation-exchange membrane as separator [50]. It is immediately obvious that the selection of anode material is critical to the efficiency of organic removal from solution, the high-oxygen overvoltage PbO₂ being by far superior to either the Pt or IrO₂ (the latter is the DSA oxygen electrode). In longer-term tests, the PbO₂ (Fig. 4), experiences some corrosion problems that may be overcome by using the special PbO₂ coating, Permelec, discussed earlier. The plating-bath system described here has two obvious advantages over standard waste streams in terms of ease of treatment, that is, the high conductivity of the solution and the rather high
concentration of the organics present (a disadvantage is the very aggressive nature of the 2 M H₂SO₄). In the treatment of standard waste streams and contaminated groundwater, large volumes of solution need to be treated and it is not really economical to add supporting electrolyte to increase solution conductivity. One way around this problem is to preconcentrate the dilute toxin beforehand and possibly transfer it to a more conductive solution. More will be said about this approach in Sect. 12.4.

A novel cell design has recently been suggested for the treatment of organics and microorganisms in wastewater. It is known as the Zappi™ system, and has been demonstrated to treat a wide range of organic pollutants in various waste streams [50]. While only a limited amount of information has as yet been published on this new technology, which is in the process of being patented, it has been learned that the cell is of an inexpensive, simple design with no gaskets. It consists of an open stack of electrodes between two end plates, with recirculating fluid flow; the fluid “leaks” through the sides of the system and is caught in a tray at the bottom for recirculation. It appears to work better in the presence of added NaCl (possibly due to indirect oxidation by generated hypochlorite), but this is apparently not necessary for its successful operation. A fairly large-scale facility is being presently demonstrated in South Korea (at a landfill leachate site) and results seem to be promising. More information on this new system should be forthcoming in the near future. Other commercial
(or noncommercial) “anodic” wastewater treatment systems are based on the indirect, homogeneous approach of electrochemically generating strong oxidants. One such system, sometimes referred to as the “silver bullet”, depends on the anodic generation of Ag(2+) from a nitric acid solution of Ag(+) [51, 52]. Reactive oxygen species such as *OH radical (in solution) are the most probable “active” species, for example, Ag(2+) + H2O = Ag(+) + H+ + *OH; the Ag(2+) is regenerated again at the anode. Because of the cost of silver, as well as the fact that it precipitates in the presence of halide ions in solution, other redox systems such as Fe(2+)/3+ and Co(2+)/3+ have also been investigated [53, 54]. There has been considerable success in laboratory testing of these mediated treatment technologies, and a few companies worldwide are marketing systems that employ the technology (e.g. see Ref. 6). It should also be mentioned that standard oxidants such as ozone, hydrogen peroxide, and chlorine dioxide, which can all be generated electrochemically, are obviously of great interest in the field of wastewater treatment and are outlined in Chapter 7 of Ref. 6.

13.4 Cathodic Electrochemical Dehalogenation

Another viable electrochemical method for treating halogenated organics is cathodic dehalogenation, whether directly at a cathode surface or indirectly using charge-transfer mediators generated at the cathode that migrate into the solution. The use of a somewhat novel and simple approach, based on zero-valent iron, will also be mentioned in the following text. The general overall reaction can be represented as

\[ RX + H^+ + 2e^- \rightarrow RH + X^- \]  

(4)

and involves the generation of an organic anion radical, R−, which undergoes protonation; the halide ion is generally chloride. While there has been some research on the cathodic dechlorination approach in aqueous solutions [55], the CE tends to be very low (<1%) because of parallel hydrogen evolution. Research conducted by Schmal et al. on the dechlorination of PCP in aqueous solutions at graphite/carbon cathodes [55–57] showed the reaction going through tetra-, tri-, di-, monochloro- and all the way to phenol, that is, conversion to a less toxic and more biotreatment-compatible product. While a US patent was issued for the process in 1984 [58], the method does not appear to have been widely used in the field. Another approach for removal of chlorinated phenols from aqueous waste streams involves their electrochemically induced condensation onto high surface area carbon anodes using only one electron per toxin molecule [59, 60]. Under appropriate conditions of applied current, solution pH, and toxin concentration, the removal from solution onto the anode occurs with a CE of 100% and toxin levels can be decreased from >100 ppm to <1 ppm. One of the major advantages of using this anodic gettering approach is that the loading of the carbon electrodes is substantially enhanced over that observed with simple physical adsorption; for example, the enhancement factor is 91 in the case of PCP, 208 for 4-cresols, and 219 for phenol [59]. These very substantial “adsorption” enhancements mean that the carbon adsorbent can be used for much longer times in service before it is saturated and needs to be replaced. It should be remembered, however, that this particular approach simply transfers the toxins from solution to
adsorbent, that is, it must still be treated at some future time. Possible posttreatments include (1) standard landfilling of the carbon (not ideal); (2) transfer of the carbon absorbent to a nonaqueous solution for cathodic dechlorination (see the following text); or (3) electrochemical and/or chemical desorption of the toxins into a smaller volume of solution where the “more concentrated” toxins can be treated more easily than was the case with the very dilute solutions (a type of preconcentration step). The latter is possible because the toxins can be desorbed from the carbon electrode by application of a cathodic current (as shown by C\textsuperscript{14} tracer experiments [59, 60]). A patent has been recently issued on this treatment technology [61], and potential applications in the field are being investigated. As with many of these emerging technologies, problems arise with “real” waste solutions (as opposed to synthetic laboratory ones), which can contain large amounts of suspended matter as well as a wide range of organic and inorganic pollutants. Pretreatments are often necessary, and the treatment process must be able to handle a feed that can change dramatically from day to day, or even hour to hour.

Cathodic dechlorination can be carried out effectively in nonaqueous solvents such as acetonitrile (AN), DMSO, or dimethylformamide (DMF), the available potential range being much extended over that for aqueous systems. As an example of direct dechlorination, Fig. 5 shows the cathodic sweep behavior for a solution of 5 mM hexachlorobenzene in AN at a sweep rate of 50 mV s\textsuperscript{-1} [62]. It is obvious that the dechlorination proceeds in a stepwise fashion from stage 1 (conversion to pentachlorobenzene) to stage 6 (conversion to benzene). The final stage of the reaction (i.e. 6) is somewhat masked because of the breakdown of the electrolyte at the high cathodic potentials encountered. There are definite advantages in performing cathodic dechlorinations by an alternative, indirect route, using solution organic mediators such as anthracene, acetophenone, phenanthidine, and so on. The mediator, A, is reduced at the cathode to give an anion radical, A\textsuperscript{-}; one or more of these radicals migrate into solution and

![Fig. 5](image-url)
interact with the organochloride, thereby reducing the latter and regenerating the mediator molecule, which is then ready for further reductions [63]. The mediated reduction occurs at a lower cathodic potential than for direct reduction, that is, the reaction is catalyzed by the mediator. Since the dechlorination reaction occurs homogeneously in solution at a somewhat less cathodic potential, possible filming of the cathode is avoided and the reaction can proceed for long periods of time at the same potential (under galvanostatic conditions) with a high CE. Proper selection of the mediator and the reaction conditions can ensure either complete or partial dechlorination (as desired) with little or no loss of the added mediator. One potentially important application of this approach is in the dechlorination of polychlorinated biphenyls (PCBs) arising from, for example, spent electrical transformers. It has been clearly demonstrated that with the use of biphenyl as mediator, mixtures of PCBs can be completely dechlorinated with a high CE to yield biphenyl and some reduced products from biphenyl [62]. Using biphenyl as a mediator has the advantage that it is also one of the products of the dechlorination reaction, thus ensuring a steady supply of mediator and making later product separation simpler. A real operating system would have to use something like a dissolving metal anode for the counter electrode reaction (e.g. Mg), and this complicates the cell design because of precipitation of insoluble salts of the metal anode. Nevertheless, in areas where the electricity costs are not excessively high, this electrochemical method for treating PCBs holds promise.

As an alternative to working in non-aqueous solutions like DMSO and AN, considerable research has been conducted on the subject of electrodes modified by surfactant films as well as microemulsions in aqueous solutions [64]. Both topics have been reviewed in some detail by J.F. Rusling [65, 66], with extensive references therein. The idea is to be able to work under essentially nonaqueous conditions in an aqueous environment by coating the working electrode with an insoluble surfactant film, with or without incorporated metal catalysts, or forming microemulsions in solution that shield the “reactant-to-be treated” from the water environment. The microemulsion can then interact with the electrode surface, and charge transfer can occur to the reactant to be treated. PCBs and other organohalides have been dechlorinated in microemulsions [67–69], and organohalides have been preconcentrated and catalytically reduced at surfactant-coated electrodes [70–73]. Work has also been conducted (especially by T. Franklin et al.) on the electrooxidation of a variety of organics including organosulfur and organohalide compounds in aqueous surfactant systems using oxidation catalysts such as barium peroxide, copper (2+) oxide, and bismuth (3+) oxide [74–76]. The higher oxidation state of the oxide drives the organic oxidation reaction and is regenerated in the lower oxidation state, ready for reuse. Until now, these approaches have mainly produced very good fundamental research articles; however, there is promise that the techniques can be used in real aqueous system to achieve toxin treatments that were previously considered impossible in systems based on water.

An interesting and novel approach to the dechlorination of organics in soil and groundwater involves the use of “zero-valent iron”. While mainly designed for treatment of soils, it will be discussed here because of the close relationship
13.5 Electrochemical Treatment of Anionic Inorganic Toxins in Solution

Anodic oxidation has also been used to modify and/or destroy toxic inorganic species in solution, the most common and important example being cyanide from electroplating, surface finishing, and gold-mining operations. This topic has taken on added importance recently in light of a number of high-profile cyanide spills from large holding ponds (or lakes) that have contaminated both surrounding soils and rivers. Point source cyanide emission limits are usually set in the 1 ppm range, as opposed to the hundreds of parts per million usually encountered in the holding ponds. The electrochemical treatment approach, while competing with chemical oxidation methods such as chlorination, ozonation, SO₂/air (Inco Process) [83], and hydrogen peroxide treatment (see e.g. Ref. 84), has the advantage of not producing large amounts of sludge [85]. The general reaction mechanism has been known for a very long time and involves conversion to the more benign cyanate, that is,

\[ \text{CN}^- + 2\text{OH}^- \rightarrow \text{CNO}^- + \text{H}_2\text{O} + 2\text{e}^- \] (6)

the actual mechanism probably involving hydroxyl radicals, as was the case with the anodic oxidation of organics. Indeed, Johnson has published a number of papers dealing with the anodic oxidation of CN⁻ at Fe³⁺-doped PbO₂ electrodes [86, 87]. As was the case for organics, doping of the oxide electrodes enhances the rate of cyanide ion oxidation. Besides reaction (6), other possible anodic reactions are

\[ 4\text{OH}^- \rightarrow \text{O}_2 + 2\text{H}_2\text{O} + 4\text{e}^- \] (7)
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Anodic oxidation has also been used to modify and/or destroy toxic inorganic species in solution, the most common and important example being cyanide from electroplating, surface finishing, and gold-mining operations. This topic has taken on added importance recently in light of a number of high-profile cyanide spills from large holding ponds (or lakes) that have contaminated both surrounding soils and rivers. Point source cyanide emission limits are usually set in the 1 ppm range, as opposed to the hundreds of parts per million usually encountered in the holding ponds. The electrochemical treatment approach, while competing with chemical oxidation methods such as chlorination, ozonation, SO₂/air (Inco Process) [83], and hydrogen peroxide treatment (see e.g. Ref. 84), has the advantage of not producing large amounts of sludge [85]. The general reaction mechanism has been known for a very long time and involves conversion to the more benign cyanate, that is,

\[ \text{CN}^- + 2\text{OH}^- \rightarrow \text{CNO}^- + \text{H}_2\text{O} + 2\text{e}^- \] (6)

The iron is in the form of a permeable reactive wall that is installed in the ground and through which the contaminated groundwater must flow. Considerable research has been done in this field by Gillham and others [77–80] and its applicability in the field has been demonstrated [81, 82]. The technique can be used to treat a wide range of aliphatic organohalides (e.g. CCl₄, C₂Cl₆, CH₂Cl₄, vinylchloride, etc.), the Fe serving as a true catalyst in lowering the overvoltage for dehalogenation. Pollutant levels have been decreased from 100s of ppm to ~1 ppm level. The approach does not, however, appear to work for halogenated aromatics. The technique has been proven on both pilot demonstration and full-scale installations in the United States and Europe. Investigations are now being made on its effectiveness at depths >40 feet, the limit of standard excavation methods, using special engineering injection methods. The attraction of the zero-valent iron dechlorination method is that it is extremely simple, requiring no outside electrochemical control of the reactions, and it would appear to have great future potential. For further information on the practical applications of the technology, the reader is referred to the following representative website: www.beak.com/eti.html.
CNO\(^{-}\) + 4OH\(^{-}\) → CO\(_3^{2-}\) + 0.5N\(_2\) + 2H\(_2\)O + 3e\(^{-}\)  \(\text{(8)}\)

The CE for the cyanide destruction process is obviously determined by the extent of the parallel reaction (7), a factor which becomes much more important as the cyanide levels drops to below 100 ppm [88]. Complete mineralization of the CN\(^{-}\) by reaction (8) removes all traces of the offending species, but at the expense of considerably more charge consumption. It may be reasonable to stop the reaction at the CNO\(^{-}\) stage, something which is quite feasible since reaction (8) occurs with more difficulty than (6) [89] at a potential of almost 0.5 V more anodic [87]. At a pH ≤ 10, the cyanate ion hydrolyzes on its own according to the following reaction:

CNO\(^{-}\) + 2H\(_2\)O → NH\(_4^+\) + CO\(_3^{2-}\)  \(\text{(9)}\)

In general, waste cyanide solutions contain metals such as copper, and possibly also thiocyanate (SCN\(^{-}\)), making for some very interesting “solution-complex” chemistry. For example, the copper can exist in such forms as Cu(CN)\(_3^{2-}\) and Cu(CN)\(_2^{−}\), along with the free cyanide (CN\(^{-}\)) and SCN\(^{-}\), the latter also being capable of interacting with solution species [90]. If these solutions are electrochemically treated under the correct conditions, the metal solution component, for example, Cu, can be collected at the cathodic (see Sect. 6), while the anode is being used to destroy the CN\(^{-}\) and SCN\(^{-}\) compounds. (This again highlights the theoretical strength of the electrochemical approach where both anodic and cathodic processes can be simultaneously used in a beneficial way.) The solution chemistry of such systems is obviously very complicated, and great care is needed to avoid a swing to lower pH values where the liberation of HCN gas is possible. Many side reactions, as well as precipitation and polymerization reactions involving the CN\(^{-}\), are possible and can significantly influence the conditions required for optimal operation of the electrochemical reactor. Along with the direct electrochemical route for treating cyanide solutions, there is also the indirect method as illustrated by the halide-mediated electrooxidation [91, 92]. In this case, chloride is added to the electrolyte-generating hypochlorite, OCl\(^{-}\), at the anode. The hypochlorite oxidizes the CN\(^{-}\) and CNS\(^{-}\) to CNO\(^{-}\) in a series of fairly complex reactions, with regeneration of the Cl\(^{-}\) for use in the next cycle. While this approach has some attractive features, one needs to consider the serious material corrosion problems in the presence of added Cl\(^{-}\), as well as the possible liberation of Cl\(_2\) gas during operation.

In the case of the direct electrochemical approach, while the electrolysis conditions are less severe, the selection of the appropriate electrode material is still very important, and further reading on the use of stainless steel [93], platinum [94], graphite [95], doped SnO\(_2\) [92], doped PbO\(_2\) [86, 87, 96], and so on, is suggested. The economic viability of the electrochemical treatment approach is influenced in no small way by the cost and lifetime of the anode material; this can easily make or break the field implementation of the process. Some authors have used high-surface area, porous anodes for cyanide treatment in order to combat the problems of mass-transport limitations so evident at cyanide concentrations below 100 ppm [88]. That system consists of a reticulated vitreous carbon porous anode that was activated for cyanide oxidation by the deposition of some copper oxide. The process looks very promising at the laboratory scale,
with the cyanide level decreasing from 100 ppm to <1 ppm with excellent current efficiencies. The result clearly illustrates the importance of activating the anode material for the desired reactions as well as the importance of electrode geometry – in this case the use of a three-dimensional anode structure.

### 13.6 Cathodic Removal of Toxic Metal Ions from Solution

Cathodic electrochemistry has been used for many decades in the electrowinning and electrorefining of metals, as well as in the electroplating and electroforming fields. Indeed, this is one of the largest industrial areas for inorganic electrochemistry (along with the production of chlorine/caustic for the pulp and paper industry). It is therefore an attractive approach for the treatment and recovery of both heavy and transition metals dissolved in waste streams, not only to recover the value of the dissolved metals but also to make the streams acceptable for safe discharge into the environment or reuse in a manufacturing process [97]. The solutions to be treated may arise from plating and photographic operations, etching and other chemical processes, mining operations, and so on. The more standard approach of chemical precipitation of the metals by the addition of a base simply shifts the problem to that of having to deal with the sludge, which itself has to be treated. It is important to remember that there is both an economic (recovered value of metals often in their pure form as well as regeneration of, e.g., a spent etchant) and environmental benefit to the electrochemical treatment approach, and that the dollar value of the former is obviously much easier to calculate than that of the latter. Streams to be treated contain a wide range of dissolved metal concentrations, from <1 ppm to several percent by weight. The challenge is to economically treat the low-concentration solutions where the cathodic deposition process becomes limited by mass transport of the metal ion to the electrode, that is, there is a limiting current for the process. The two standard ways of increasing the limiting current are by (1) increasing the surface area of the electrode; and (2) increasing the turbulence in the solution so as to effectively decrease the diffusion-layer thickness. To achieve the former, one can use a three-dimensional porous electrode design, for example, in the form of foam or felt, as opposed to the standard planar, flat-plate design, or a packed (or fluidized) bed electrode system [98]. Examples of the use of this approach include the Chemelec, Retec, and enViro cells, [99], each having their own advantages and disadvantages in terms of ease of operation and ability to treat down to very low metal ion concentrations. With continuous operation, the three-dimensional (3-D) electrode material will eventually become loaded with deposited metal, which must be recovered in a separate in situ or ex situ operation [98, 100]. This step is necessary for both recovery of the deposited metal (possibly in a more concentrated solution) and regeneration of the three-dimensional cathode, which could eventually become plugged by the deposit. Of the three cell systems mentioned above, the enViro Cell is most compatible with low metal ion concentrations (10–50 ppm) and can bring the level down to <1 ppm in a single-pass operation.

The rotating cylinder electrode (RCE) system handles the problem of low
limiting current values by rotating the cathode (usually in the form of a stainless-steel cylinder) at high speeds [101, 102]. While this technology does not have the industrial maturity of the three-dimensional systems mentioned earlier, it does have one very attractive feature, that is, that the deposited metal can be, from time to time or continuously, scraped off using a stationary wiper without interrupting the process. The dislodged metal deposit can then be removed from the bottom of the cell for processing to a useful form. The morphology of the deposited metal is important for both its ease of removal and contribution to local turbulence, the ideal one being loosely adherent and rough as opposed to being uniform and compact. This is the reverse of the situation with the three-dimensional cell where a loose deposit would more quickly plug the porous structure and require replacement or regeneration. As with all electrodeposition processes, the nature of the deposit will depend on the applied current (or potential), the concentration of metallic ions in solution, and their state of complexation (which in turn depends on the anions present in solution). It should also be noted that the chemical makeup of the waste streams may indeed be quite variable with both time and place; hence the electrochemical and process conditions needed to effectively remove the metallic components may not stay constant. It is also important to remember that real, industrial solutions are normally more complex than model, synthetic ones prepared for testing in the laboratory; in the end, experimentation with real solutions is essential. For more information on the fundamentals and applications of the RCE system, the reader should consult Refs. 103–106 (and the references therein).

Another treatment approach that should be considered consists of preconcentrating the metal ions by passing the waste stream through an ion-exchange column, followed by elution into a lower volume, more concentrated solution [107]. At the higher metal ion concentrations, the limitations discussed earlier are not so severe and a wider range of cell designs (even the simple and relatively inexpensive plate and frame one) can be employed [108]. This reference gives examples of the combined ion-exchange/electrowinning technology applied to the treatment and removal of copper, zinc, and nickel from large-scale industrial process waste streams. Another approach is to use ion-exchange membranes in an electrochemical cell system, that is, to use the electrodialysis approach, to remove metal ions from a waste stream and concentrate them for further treatment [109]. While the process is best known for desalination both to recover NaCl from salt water and to produce potable water, it has also been used to treat nickel from an electroplating system [110]. A number of companies are involved in such preconcentrating approaches, including Electrochemical Design Associates, Inc. (Berkeley, CA), Prosep (Pickering, Ont), U.S. Filter, and so on.

13.7 Advanced Oxidation Technologies Employing Hydroxyl Radicals

In this section, we will be briefly dealing with remediation technologies commonly referred to as “advanced oxidation technologies” (AOTs) [as processes (AOPs)]. The common factor in all of these technologies appears to be the generation of
very reactive OH· radicals, and there is thus similarity to the direct and indirect electrochemical destruction treatments discussed in Sect. 12.10. While the AOTs are not for the most part electrochemical technologies, they will be mentioned in this chapter because of their importance to pollution treatment and their implications for electrochemical processes (both in a competitive and complimentary vein). In Sect. 12.3, the electrochemical anodic destruction of pollutants was discussed in terms of the generation of very reactive OH· radicals at or near the electrode surface along with the possible adsorption (or physisorption) of the pollutant. Two of the best-known generators of hydroxyl radicals in solution are ozone, O3, and hydrogen peroxide, H2O2. Each can be generated electrochemically – H2O2 at a cathode and O3 at an anode, or simply added to the solution in liquid (H2O2) or gaseous (O3) form. It is usually necessary to assist in their decomposition to ‘OH radicals’, by, for example, using ferrous ions with H2O2 in the case of the Fenton’s Reagent:

\[ \text{Fe}^{2+} + \text{H}_2\text{O}_2 \rightarrow \text{Fe}^{3+} + \text{OH}^- + \cdot \text{OH} \]  

Another route to ‘OH generation is “homogeneous photolysis” using UV light to irradiate the H2O2 and/or O3 in solution. It is obviously necessary for the solution to be able to transmit the UV radiation, that is, it should not be too opaque and/or have suspended matter. Besides ‘OH, many other radical and reactive species are possible from the UV/H2O2/O3 system, and considerable research has been conducted in identifying the various species and their reactions with organic species in solution [111, 112]. The homogeneous treatment technology has been successfully applied over several decades now, and a fairly large number of companies have been established to exploit and market the technology worldwide [113].

In the alternative heterogeneous photolysis approach, a semiconductor catalyst (usually based on TiO2) is employed in a high-surface area form. The activation process depends on the generation of electron/hole pairs at the semiconductor/solution interface when the irradiation energy exceeds the band gap energy of the semiconductor. The irradiation energy source can either be direct solar radiation or that from a UV-lamp source. The photogenerated holes give rise to ‘OH radicals while the counter-generated electrons can be used to reduce inorganic pollutants [114] or simply drive standard cathodic reactions such as H2 evolution or O2 reduction. The principles upon which the approach is based are those of the well-established science of photoelectrochemistry, in this case applied to an advanced oxidation process for environmental remediation in the dry or wet state (see e.g. Ref. 115). As with the homogeneous approach, a wide variety of organic pollutants have been successfully treated by heterogeneous catalysis, and further reading in this major subject area is recommended [112, 113, 116]. In the gas phase, success has been reported in the use of photosensitive TiO2 coatings on, for example, ceramic bathroom tiles and auto windshields, for both air disinfection and maintaining clean surfaces [115, 117–119]. In the treatment of volatile organic pollutants, the heterogeneous method appears to be considerably more effective for treatment of pollutants in the gas phase in comparison to the aqueous phase. For this reason, there is considerable commercial interest in initially stripping the VOCs from water or soil and afterwards degrading them in the gas phase. While there
are examples of success with the aqueous-phase TiO₂ approach for both organics and inorganics such as H₂S and CN⁻ [120–124], the technology is not as yet mature (in comparison with homogeneous photolysis), and more work is needed at the engineering scale-up phase in terms of both economics and performance. Other AOTs for pollution treatment such as electrohydraulic cavitation/sonolysis and supercritical water oxidation are outside the scope of this chapter, and further reading on this topic is recommended [125].

As with all other treatment technologies, considerable attention has been paid to the pollutant degradation reactions and the extent to which it proceeds to complete mineralization. This is extremely important, especially when one considers the possibility of generating intermediates that may be more toxic than the starting material. Consequently, care has been taken to identify intermediates and do proper mass-balance calculations for the reaction. Hybrid approaches should also be considered, for example, combining the AOTs discussed earlier with more standard treatments such as GAC adsorption in a pre- or poststage. In the end, economic considerations will determine the approach that is used. The reader is referred to Chapter 8 of Ref. 112 for a detailed evaluation of the economics of the various treatments discussed earlier.

13.8 Ion Permeable Membranes

Ion permeable (or ion exchange) membranes play a major role in electrochemical synthesis and processing and have revolutionized electrochemical engineering during the past 30 or so years. They are often composed of an organic polymer onto which ion-exchange groups are grafted to provide the ion transport; the most common example is the dupont Nafion cation-exchange membrane. When placed between the anode and cathode compartment of an electrolysis cell, the membrane acts as a “permeable” separator between the anolyte and catholyte, and selectively dictates the transport processes between the two solutions [126, 127]. Membranes can be positioned individually between electrodes, or in a multimembrane configuration (called a stack) with alternating cation and anion exchange capabilities. The former is represented by the huge production of chlorine/caustic using Nafion membrane technology while the latter is represented by the classic electrodialysis systems for desalinating seawater and/or production of table salt. The attraction of using the electrochemical approach with multimembrane stacks is that only one set of anode and cathode electrodes is needed in the system, and up to 100 or more ion-selective membranes can be placed between them. In the environmental field, electrochemically driven membrane processes are used for the effective separation and concentration of unwanted species in solution, as well as the development of zero (or very low level) effluent discharge systems in the process chemical industry [128, 129]. As with all system components, the main factors affecting their use are cost, reliability, and lifetime.

Membranes, selective to either cation or anion transport, are employed in many of the electrochemical treatment systems already discussed in this chapter. For example, in the cathodic recovery of metals from waste streams, a cation-permeable membrane can prevent the migration of anions such as Cl⁻ from the catholyte to anolyte, where oxidation to Cl₂ can occur with
undesirable consequences. Another pertinent example is for the anodic treatment of organics in an acid copper plating solution (discussed in Sect. 12.3). It is obviously necessary to separate the anode and cathode compartments in order to avoid losing the solution copper via plating at the cathode. Use of an anion exchange membrane would permit cross-over, and therefore loss of the sulfate from the plating solution. The answer is to use a cation-exchange membrane as separator. Although a small amount (∼2%) of copper will cross over (in addition to the protons), this can eventually be recovered from the cathode.

The electrochemically driven membrane approach can also be used in regenerating metal-contaminated acid from, for example, spent pickling baths. Various cell configurations can be employed, depending on the arrangement of the ion-exchange membranes; the metallic impurities may be collected at the cathode while (more importantly) the spent acid is collected in a “regenerated” state in one of the cell compartments [130]. This process is certainly environmentally superior to the more standard neutralization and disposal treatment. A similar electrochemical-membrane approach is used in the so-called “salt-splitting” process, whereby a salt such as Na₂SO₄ is converted to H₂SO₄ in one cell compartment and NaOH in the other [131]. The fact that a low value salt such as Na₂SO₄ can be split into its acid and base counterparts shows the strength of the technology, that is, caustic can be produced in a process that does not generate chlorine [132]. Both two- and three-compartment cells can, and have, been used in salt splitting; Fig. 6 shows the situation with a three-compartment cell.

A relatively new membrane technology uses the so-called “bipolar membrane” for water splitting [133–135]. It consists of an anion- and cation-exchange membrane glued together by a special intermediate layer, which appears to facilitate the water splitting reaction. They are used in many different configurations between parallel-plate anodes and cathodes, often with added monovalent ion-exchange membranes. Their power rests with the fact that the water splitting occurs at a lower voltage than is needed to generate protons and hydroxyls at anodes and cathodes, respectively. Also, the water splitting reaction can occur at very high rates in a bipolar membrane, the reaction possibly catalyzed by the intermediate binding layer, which has added metal catalysts. In a similar fashion to electrodialysis, numerous bipolar membranes can be stacked between two electrodes, and the systems can be used for recovery of acids from pickling baths, salt splitting, and so on. While there is great potential for the use of the bipolar membrane technology, it has not as yet made major inroads in the field (with the exception of a few isolated examples). This is because these membranes are expensive and are prone to the standard membrane problems such as fouling and degradation in harsh environments; this especially is true for the anion-exchange component of the bipolar and the binding glue in the center of the structure. In addition, the bipolar membranes are susceptible to deterioration if multivalent cationic species such as calcium, magnesium, and iron are present in the feed stream. These need to be removed to levels of <1 ppm by a pretreatment procedure and this obviously adds to the overall cost of the process system. At the moment, the industrial future of bipolar membrane technology is not as clear as that of the standard monopolar ion-exchange technology, in spite of their great promise and potential.
To complete this section, mention will be made of electrochemical ion exchange, referred to as EIX, systems. In such systems, the electric field produced between an anode and cathode is used to enhance an ion-exchange material’s properties for the removal of selective ions according to their anionic or cationic nature [136–138]. An interesting application of the EIX principle is in the electrodeionization (EDI) of pure water to give ultrapure water for use in the semiconductor industry [139–141]. The system consists of alternating diluting and concentrating chambers bounded by anion- and cation-selective membranes; the diluting chamber is filled with ion-exchange resin beads much like the situation found in conventional mixed-bed ion-exchange systems. Application of the electric field facilitates the deionization of the water being treated, and at the same time helps in the continuous regeneration of the ion-exchange resins. This avoids the need for the standard resin regeneration using strong chemical additions, that is, a definite environmental benefit. A number of such systems are currently available where, in conjunction with reverse osmosis, very high purity (>18 Meg.) water is produced for a variety of applications.

13.9 Electrochemical Remediation of Contaminated Soil

Electrochemistry offers a simple, in situ approach for the treatment of both inorganic and organic contaminants in soils [142–144]. It is often referred to as “electrokinetic remediation”, and is based on the placement and polarization of appropriate anodes and cathodes in the soil. The electrolyte is either the existing groundwater or an externally supplied fluid using
boreholes. The electric field in the wet soil moves anions to the anode and cations to the cathode; associated electroosmotic flow results in the movement and concentration of water and nonionic compounds toward the cathode (a process that has been used for decades to dewater soils and sludges [143]). While the role of electrochemistry in these systems is fairly simple, a good knowledge of geology and soil hydrology is important for the successful application of the treatment approach. Indeed, the transport processes are occurring through fine pores and capillaries in the treated soil, whose physical and chemical properties will depend on the nature and location of the soil. Electrochemical reactions occurring at the immersed anodes and cathodes produce acid and base regions, respectively, which move toward the opposite electrodes. Care must be taken in dealing with the moving base region since it can cause the precipitation of metal cations before they can be removed at the cathode [142]. This can be handled through neutralization by addition of an environmentally friendly acid such as CH$_3$COOH at the cathode region via a purging solution.

Besides being used for in situ remediation, the electrokinetic effect can also be used to contain, or hold, a plume of contaminants in the soil, which might otherwise spread to other areas. In this case, the applied electric field is adjusted so that the plume of contaminant is “steady”, or immobile, until proper cleanup treatment can be arranged. This could be applied to soil contaminated with heavy organics, as found in fuel oil. In essence, the electrodes form a containment ring around the spill site, and the treatment is sometimes referred to as “electrokinetic ring fencing” (EKRF) [145].

The electrokinetic remediation approach has seen successful large-scale demonstrations and field tests during the past 10 years in North America and Europe [146, 147]. It has been shown to be applicable to removal of a wide range of soil toxins including Cr, Pb, Hg, Ni, Cl$^-$, CN$^-$, phenol, benzene, toluene, and so on. [148]. As a specific example, Monsanto’s “Lasagna” process for soil remediation has received considerable attention during the past decade [149]. In this approach, the applied electric field moves the soil contaminants toward a series of vertical or horizontal treatment zones made, for example, of activated carbon. It has been successfully demonstrated for trichloroethylene (TCE), the process consisting of a “first-phase” adsorption on the active carbon followed by a “second-phase” in situ treatment to degrade the TCE using zero-valent iron (see Sect. 12.4) [150]. The process appears to be very attractive for low-permeability soils and clays where standard treatments (consisting of excavation, removal, and then treatment) are very expensive. It has been suggested that the Lasagna process could lower the standard treatment costs by an order of magnitude or more. More recently, Monsanto has changed its company focus and has decided to license this technology as opposed to exploiting it itself [151]. Other companies actively involved in electrochemical soil remediation include Geokinetics BV in the Netherlands, Electrochemical Design Associates, Inc. (EDA) in Berkeley, CA, and Electrokinetics, Inc. in Baton Rouge, LA.

13.10 Sensor Technology in the Environmental Field

In the environmental field, it is obviously important to determine the identity of
pollutants as well as monitor their concentrations in both the gaseous and liquid phases. In the scientific laboratory, this is accomplished by using analytical instruments such as HPLC and GCMS, in conjunction with TOC and COD measurements, to follow the nature and level of the pollutants as a function of treatment conditions. The crucial importance of such analysis hinges on the fact that, while complete mineralization of pollutants may not always be necessary, one certainly has to generate a product that is substantially less toxic than the starting material. Alternatively, there may be considerable benefit in electrochemically forming a product that can be easily handled by another treatment route, for example, the conversion of a nonbiodegradable pollutant into one that is readily biotreated [152]. It may, indeed, be economically advantageous to only do a partial electrochemical treatment in light of the number of electrons required for some reactions. This would then be followed by a subsequent alternative treatment (chemical, biological, etc.).

To make these decisions with any degree of intelligence, it is obviously necessary to have information about the mechanism of the treatment reaction, that is, to perform product analysis and proper mass balances during the course of the reaction.

In field applications, the monitoring of the type and level of pollutants is also of great importance, and information is often required in real time rather than the several days of delay needed for sending samples to the laboratory. In response to this need, major advances have been made in the development and application of small-scale, portable sensors for in situ monitoring of pollutants [153–158]. Sensors can be of the solid-state, optical, bio-, and electrochemical types, examples of the latter being pH- and ion-selective electrodes. Their principles and modes of operation have been discussed in detail elsewhere [159], and the level of research in this scientific area has increased exponentially over the last few years. The most important factors governing the use of a sensor device are its cost, lifetime, reliability, specificity for the substance being measured, reproducibility, and so on. Sensors are becoming an integral part of pollution prevention and environmental remediation, and need to be considered as an integral part of any practical treatment system.

13.11 Concluding Remarks

In this chapter, we have attempted to give a broad “overview” of the environmental electrochemistry field. Recent approaches such as zero-valent iron dechlorination and AOTs, as well as long-established approaches such as cathodic removal of metallic ions, are discussed. The large range of treatments covered means that, out of necessity, a detailed description and discussion is at a minimum and the reader is encouraged to consult the extensive list of references given. But whether the particular electrochemical treatment technology is old or new, we hope that its actual and/or potential benefit to the field of environmental science and technology has been demonstrated. The science of electrochemistry would appear to be ideally suited to addressing environmental problems because of its versatility and ease of operation at ambient temperature and pressure. Electrochemistry offers the potential means to detect, identify, quantify, and treat pollutants, and, ideally, to even prevent their generation in the first place. The latter may
be achieved by either using electrochemistry as a cleaner synthesis and manufacturing route (if this is indeed feasible) or employing electrochemistry as part of an overall, hybrid production system in order to achieve cleaner manufacturing. In this chapter, most of the discussion has concerned the more standard electrochemical approach to detecting and treating pollution; nevertheless, electrochemistry can have a real role in preventing pollution in the first place.

As with all other environmental treatment and prevention technologies, the key to the utilization of electrochemistry is cost. It matters little how scientifically marvelous the technology is; if the cost is prohibitive, it will not be used. Factors influencing the cost of electrochemical technology include reaction CE, the electrocatalyst required and its lifetime, design, and construction of electrochemical reactor (plus auxiliary equipment such as pumps and valves), safety aspects of the process, necessity for pre- or post-treatment, and cost of electricity. In some instances, the latter may be the least concern, especially where electricity costs are in the range of 3.5 $/kwh. The electrode material and reactor system costs are critical since they represent a large fraction of the overall system cost. If a useful product can be obtained from the treatment method (e.g. metals from cathodic reduction), then this economic benefit can help to offset the treatment cost. The environmental benefit, while being most difficult to quantify than the economic return, is probably the most important factor for society as a whole.

In this chapter, a number of electrochemical treatment technologies have been discussed to address various environmental problems. Each problem will have its own specific circumstances that will decide which, if any, of these electrochemical technologies is appropriate from both a fundamental scientific and engineering economic point of view. It is necessary to know and understand the problem, as well as find potential solutions. Electrochemistry can play a very important role in pollution prevention and remediation, either on its own or as part of a bigger system, provided it is used with understanding and knowledge. Just as electrochemistry has had a major impact in the areas of corrosion prevention, mass production of bleaching agents, production, and refining of metals such as Al and Cu, and so on, the same is certainly possible in the environmental field.
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